
EngSci Year 2 Winter 2022 Notes
Selected classes after reading week

Jan - Apr 2022

Brian Chen
Division of Engineering Science
University of Toronto
https://chenbrian.ca

brianchen.chen@mail.utoronto.ca

https://chenbrian.ca
mailto:brianchen.chen@mail.utoronto.ca


Contents

I PHY294
Quantum & Thermal Physics 1

1 Quantum Physics 1
1.1 Everything past the first midterm to end of Quantum portion 1

1.1.1 Chapter 3 1
1.1.2 Chapter 4 2
1.1.3 Chapter 5: Spectroscopy 4

2 Statistical Mechanics 5
2.1 Lecture 1: Ideal Gas Law 6
2.2 Lecture 2: Temperature & Ideal Gases & Solids 6

2.2.1 Idealized Solids 8
2.3 Lecture 3: Two State Systems 9
2.4 Lecture 4: Einstein Solids 11
2.5 Lecture 5: Large Numbers 13

2.5.1 Entropy 14
2.6 Lecture 6: Multiplicity of an Ideal Gas 15

2.6.1 Ideal Gas 15
2.7 Lecture 7: What is temperature? (Revisited) 17
2.8 Lecture 8: Thermodynamic Identity 18

2.8.1 Chemical Potential 19
2.9 Lecture 9: Boltzmann Factors 20
2.10 Lecture 10: Average Values 23
2.11 Lecture 11: Maxwell Speed Distribution 26
2.12 Lecture 12: Free Energy 30
2.13 Lecture 13: Gibbs Factor 32
2.14 Lecture 14: Degenerate Fermi Gas 34
2.15 Lecture 15: Black Body Radiation 38

2.15.1 Bosons 38
2.15.2 Black Body Radiation 38
2.15.3 Making sense of it 39
2.15.4 Example: Cosmic background radiation 41
2.15.5 Example: Star formation 43

2.16 Lecture 16: Debye Theory 44
2.16.1 Fermi gas heat capacity 45
2.16.2 Vibrational mode heat capacity 45

2.17 Lecture 17: Bose-Einstein Condensates 48

– i –



II ECE259
Electromagnetism 50

3 Dielectrics 50
3.1 Lecture 15: Boundary Conditions for Dielectrics 51
3.2 Lecture 16: Capacitors 52
3.3 Lecture 17: Electrostatic Potential Energy 53
3.4 Lecture 18: More on Energy and Capacitors 54
3.5 Lecture 19: Poisson’s Equation & Uniqueness Theorem 56
3.6 Lecture 20: Method of Images 56

3.6.1 Currents 57
3.7 Lecture 21: Joule’s Law and Resistance 59
3.8 Lecture 22: Continuity Equation & BC for current density 60

4 Electromagnetism 61
4.1 Lecture 23: Static Magnetic Fields 61

4.1.1 Magnetic Vector Potential 63
4.2 Lecture 24: Biot-Savart Law 63
4.3 Lecture 25: Biot-Savart Examples 64
4.4 Lecture 26: Ampere’s Law 64
4.5 Lecture 27: Ampere’s Force Law, Magnetic Torque 65

4.5.1 Magnetic Dipole 65
4.6 Lecture 28: Magnetization 66
4.7 Lecture 29: H⃗ field and relative permeability 68

4.7.1 Magnetic Materials 69
4.8 Lecture 30: Boundary conditions for magnetic fields 70

4.8.1 Magnetic Circuits 72
4.9 Lecture 31: Inductance 73

4.9.1 Inductance 73
4.10 Lecture 32: Magnetic Energy 74
4.11 Lecture 33: Electromagnetic Induction 75

4.11.1 Chemical Batteries 75
4.11.2 Faraday’s Law 77

4.12 Lecture 33: Induction & Faraday’s Law Examples 78
4.13 Lecture 34: Transformers & Lenz’s Law 78
4.14 Lecture 35: Motional EMF 80
4.15 Lecture 36: Generalized Faraday’s Law 81
4.16 Lecture 37: Maxwell’s Equations 82

4.16.1 Ampere-Maxwell Law 82

III ECE286
Probability and Statistics 84

– ii –



5 Probability Distributions 84
5.1 Lecture 14: Functions of random variables 84
5.2 Lecture 15: More on moment generating functions 84

5.2.1 Linear combinations of random variables 85

6 Sampling 86
6.1 Lecture 16: Sampling 86
6.2 Lecture 17: Random Sampling 88
6.3 Lecture 18: More on sampling 88

7 Midterm 2 90
7.1 Lecture 19 - 25: Midterm 2 Cheat-sheet 90

8 Hypothesis Testing 91
8.1 General concepts 91
8.2 One- and Two-Tailed Tests 92
8.3 P-Value 93
8.4 Usage steps 93
8.5 Goodness of Fit 93

9 Statistical Modelling 94
9.1 Simple Linear Regression 94

9.1.1 Using Maximum Likelihood 95
9.1.2 Variance Analysis & True Regression Line 95
9.1.3 Error Estimation 96

9.2 Support Vector Machines 96
9.3 Markov Chains 98
9.4 Lecture 36: Review 100

9.4.1 Bayes Rule 100
9.4.2 Sampling 100

9.5 Misc 101
9.5.1 Monte-Carlo Integration 101

IV TEP327
Engineering and Law 102

10 Property 102
10.1 Intellectual Property 103

11 Contracts 105
11.1 Drafting and Interpretation of Contracts 108
11.2 Force Majeure 109
11.3 Typical contract terms 109
11.4 Drafting a contract 110
11.5 Other 110
11.6 Agency and Authority 111

– iii –



11.7 Concurrent liability 111
11.8 Employer’s responsibilities 112
11.9 Enviromental law 112
11.10 Aboriginal law 112

– iv –



PART

IPHY294
Quantum & Thermal Physics
Section 1

Quantum Physics

Subsection 1.1

Everything past the first midterm to end of Quantum portion

Comment Excuse the mess: these notes were taken the day before the exam

1.1.1 Chapter 3

• electrons when being "shared" become indistinguishable; binding force only depends on
time average electron density

• So wave functions must satisfy property that electrons are indistinguishable

• Lewis structures/octet rule: n=2 shell, lowest energy state.

• Fourier series can be used to approximate wave functions for multi electron atoms [for
which the Schrodinger equation cannot be exactly solved]

– Change in electron density on forming bonds to make new molecules can be writ-
ten as a superposition of some basis

• Suitable functions must satisfy

– Indistinguishable to electron exchange
– Normalized to 1
– Must include electron spin
– Must satisfy Pauli exclusion (antisymmetric to electron charge)

• Simplest approach: valence bond theory: assume overlap of valence hydrogenic orbitals

• Only really works for s orbitals; predicts incorrect bound angles for p orbitals

• correction: take linear combinations of valence orbitals (Molecular Orbital The-
ory): recall: orbital hybridization & bonding/antibonding orbitals, sigma, pi bond-
ing/antibonding pairs.

• Electronegativity: atom’s propensity for electrons. Fluorine @ 4.0, Cesium at 0.7.

• Hybrid orbital bond wave functions is the linear superposition of valence orbitals

1



Quantum Physics Everything past the first midterm to end of Quantum portion 2

1.1.2 Chapter 4

Scaling atomic interactions to larger systems

• Correspondence principle: there is a scale at which quantum no longer dominates and
then we can deal with it classically instead

• Cut off for quantum effects occurs at the rotational motion of molecules.

• Biological molecules are large enough where rotational motions satisfy the classical
limit.

• For forces to be bonding, interatomic distances must be smaller than their summative
van der walls radii

• Bond strength: ionic > covalent > metallic. As for intermolecular: ion-dipole > h bond >
dipole dipole > ion induced dipole > dipole induced dipole > London dispersion

• All potential energy curves have a similar shape like this:

And by inspection we can take the integral/derivative and apply boundary conditions at
the 0 point.

• Ionic: attractive term is just Coulomb’s law for opp charges

– Repulsive is harder but has a b/rn̂ term between 9 and 12 depending on screening
– Can find potential and solve for b at the equilibrium bond length via dU

dr = 0
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• Van walls forces can become a significant colligative force because it happens with every
other molecule and at short range

• H bonds (H-{F, O, N}) allows for imposed directions on molecular interactions.

• H bonds and water; number of h bonds etc are very temperature sensitive

• Water is unique

– weirdly non viscous despite the H-bonding
– Because of H bonding, ice is of lower density than liquid water at low temperature.

Water also contracts from 4->0 degrees C.
– High heat capacity
– High surface tension (H bond)
– High dielectric constant

• DNA

– Specific bonding: AT: 2 H-bond, G-C: 3 H-bond. G-T only has 1 H-bond possible.
– Just looking at free g/c vs bonded using the energies we find that only about 1/500

G-C pairs will have free/broken h bonds. So if we extend to a lot of base pairs, it
seems to be really selective.

– Full treatment involves all forces and should not discount the volume of h bonded
structure of water

– TLDR: it is experimentally shown via same shapeDNA that cantH-bond that it isn’t
just bond energies that cause the really low error rate (it is actually like 1/billion
or or something)

• Proteins

– Really hecking complex (huge molecules from a 20 amino acid alphabet)

– A lot of interactions. How can we predict how proteins would actually fold?
– AlphaFold
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• Levinthal’s paradox

– There are so many degrees of freedoms in proteins. But how do proteins always
fold into in the desired way? E.g. myoglobin with 100 amino acids, assuming that
each one has at least 3 degenerate minima ⇒ 3100 possible outcomes. That is an
absurd number of positions to sample!

– That assumed all DOF are independent. Seems that actually not all of these DOF
are independent. Can think of as moving arm; despite all the DOF in arm cells, it is
constrained to motion by muscle and joints. Strongly correlated topological units
are formed; collective modes.

– Myoglobin is found to have just 4 dampened collective helical motions.

1.1.3 Chapter 5: Spectroscopy

Interaction of light with biological molecules, quanta of light

• When light is applied to an electron distribution: force by which light can change dis-
tribution is the dipole moment F = µE . Transfer of energy from light field can only
happen if transition between electronic level and associated change in distribute yields
an effective dipole moment: selection rule for allowed transitions

• Take Schrodinger for the H atom and then add a time dependent field to it.

H = − h2

8π2m2 ( ∂2

∂x2
∂2

∂y2
∂2

∂z2 ) + (U = − e2

4πε
+ µE(t)) (1.1)

• The first term in U is the Coulombic attraction, the 2nd term is the new term which is
the action of the time dependent light field.

• Can be treated as a perturbation of hydrogenic solutions

• Just know applied fields lead to change in electron dist that gives a dipole moment.

• Another selection rule: spin: spin cannot change when the electronic level changes.

Vibrational spectroscopy

• Recall the force graph for bonds – there is a equilibrium point and a restoring force: this
looks like a spring system!

• Harmonic oscillator is given by Hookes law and solutions to motion with initial dis-
placement are well known i.e. x(t) = A sin 2πvt

• Can treat QM relations as an oscillator with U = 1
2 kx2 and the mass being the reduced

mass µ = mamb

ma+mb

• Not easy to solve but just need to remember functional forms of the solutions. Only one
1dof, so only one quantum number associated with solutions: E = (n + 1

2 )hv; n ∈ Z

• This approximation is not perfect; i.e. the actual response is non-linear (recall potential
graph) and there are a lot more factors in play. Fairly accurate for n=0 to n=1, however.

• The IR absorption band for different molecular bonds/atom groups is really nicely spread
out and distinct so it can be used to identify substances

• for IR, Most transitions involve n=0 -> n = 1. Magnitude of absorption depends onmagni-
tude of dipole moment. In this case (as opposed to electronic), dipole moment is already
present in molecule and not induced by E field.
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• In order to absorb infrared, must have a dipole moment associated with vibrational mo-
tions, i.e. IR active mode.

Electronic Spectroscopy
Using higher energy particles to do spectroscopy.

• Absorption of light coupled to electronic dof

• Typically place material in solvent1 Solvent will cause a red shift in spectrum of any
given molecule, called coupling to the bath. Magnitude of effect depends on type of
molecule and bath interaction.jj

• In biological systems the bath is the surrounding protein. For example in rhodphin,
visual pigment. Active chromophore is retinal. Retinal absorbs in 280-400nm, uv to
blue. Retinal in any solvent shifts this to green (530nm).

• Retinal is embedded in opsin protein to generate the protein complex rhodopsin which
depletes the retinal electron density just the right way to allow for it to work out prop-
erly.

• There are no well defined selection rules for transitions involving larger systems like
those in biology. Wave functions do not usually have enough symmetry to give gener-
alized rules. Can do it qualitatively.

– For light to be absorbed, the transition must involve a change in spatial charge
distribution or a dipole moment.

• Selection rule that optical transition cannot involve a change in spin holds true still. The
general rule is that the change net electron spin moment S = 1

2 n must be zero.

• Since things are quantized (incoming and exiting light field will be one quanta of energy
less), the transition is effectively instantaneous (see: vertical transition line). Therefore
nuclei cannot move on the time scale of the transition; so transition probably must take
into account the probability of nuclei being at the same location for two different states.
Connection is the overlap integral of nuclear wave functions between two levels [these
are Franck-cordon factors]. Manifests itself as a superposition of vibrational spectra
onto electronic surfaces to give rise to vibronic transitions (which are both vibrational
and electronic)

Note: Electronic transitions are vertical or almost vertical lines on such a plot since the
electronic transition occurs so rapidly that the internuclear distance can’t change much in the
process. Vibrational transitions occur between different vibrational levels of the same elec-
tronic state. Rotational transitions occur mostly between rotational levels of the same vibra-
tional state, although there are many examples of combination vibration-rotation transitions
for light molecules. 2

Section 2

Statistical Mechanics

Subsection 2.1

Lecture 1: Ideal Gas Law
1???
2http://hyperphysics.phy-astr.gsu.edu/hbase/molecule/molec.html
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We begin our discussion on statistical mechanics with the guiding question, "What is temper-
ature". We will first derive the ideal gas law PV = nRT , which most should be familiar
with.

Imagining a single particle bouncing around elastically in 2D box with speed vx. If we
were to look at the sides of the box we will see intermittent spikes of force experienced [by
the box walls],

Fx = m
2vx

∆tc
(2.1)

Over time can get the average force

Fx = m
2x

∆t
(2.2)

Which allows us to derive an expression for pressure, which is just force over area

P = Fx

A
= mv2

x

V
(2.3)

For n particles it then becomes

P =
N∑

i=1

mv2
x,i

V
= m

V

N∑
i=1

v2
x,i (2.4)

Assuming that that vx = vy = vz
1 1This is reasonable, is it not?, we may extend this to 3 dimensions

P = mv2

3
N

V
(2.5)

Note that mv2

3 = kT →
mv2

3k = 2 E
3k

Now, compare this expression and that of the ideal gas law to find that temperature is a
measure of the average kinetic energy per particle

T = mv2

3k
= 2E

3k
(2.6)

Subsection 2.2

Lecture 2: Temperature & Ideal Gases & Solids

Remark Recall, PV = kT N
V where T =

mv2

3k
=

2E

3k
, E =

3kT

2 Where T is the experimentally
measured temperature

We are still, however, left with a few questions:

1. But how does this apply to things that aren’t gasses?

2. And this only describes average speed – what about the distribution?

3. And how can we describe thermal equilibrium?

Definition 1 Heat capacity: the energy required for a unit change in temperature.
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Lemma 1 The total energy of an ideal gas at temperature T is given by

U = NE = 3NkT

2 (2.7)

So, increasing U increases T

Therefore can define heat capacity:

Cv ≡ ∂U

∂T

∣∣∣∣
V,N,...

(2.8)

Recall Nk = nR, because
chemistry/physics notationThis brings us to the expression for 1 mole of an ideal gas,

CV = 3R

2 R = 8.314J/(K · mol) (2.9)

And this is experimentally designed by heating an known insulated mass of gas. This
estimation works best for lighter gasses, especially for more massive & diatomic molecules.

Theorem 1 Equipartition Theorem

U = NE = 3
2Nmv2 = 3N

kT

2 (2.10)

So the total energy is the total quadratic degrees of freedom D multiplied by kT
2 . For a gas,

D = dN , where d is the dof [2 2Degrees of freedom] per particle
Therefore,

U = d
nRT

2 (2.11)

Given that

• E = 3
2 kT

• There are three degrees of freedom, each of which having kinetic energy 1
2 mv2

a, where
a ∈ {x, y, z}

Which gives us For an ideal gas

CV = dR

2 (2.12)

This is exactly what we said
earlier, however, the expres-
sion changes depending on
the number of degrees of free-
dom the particle has

Now, armed with CV = dR
2 we notice that for Helium, Argon, and Neon this works well

(and they have dof ≈ 3 ). Also notice that the ones for which it breaks on are primarily
diatomic or massive molecules, e.g. O2

But there are actually 3 translational degrees of freedom and 3 rotational degrees of free-
dom. So why don’t all gases have d = 6 ? But our prior analysis indicates d = 3 for mono-
atomic and d = 5 for diatomic

From quantum mechanics the rotational energy levels for a rigid object are

EJ = ℏ
2I

J(J + 1) (2.13)

Where
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• ℏ is the reduced Planck’s constant

• J is the quantum number

• I = 2
5 mr2 is the moment of inertia, in this case we assume a solid sphere

So if we take the Equipartition theorem (Eq. 2.10) to heart, we see that the energy in the
rotational modes is entirely irrelevant; it requires temperature at the order of a billion Kelvin
to reach the first excited state. At room temperature the modes are "frozen out"

Applying Eq. 2.13 to a diatomic molecule e.g. N2 we note that the nuclei are separated by
amuch greater distance. If we were to imagine the diatomic molecule it becomes apparent that
I is much larger along two axes than one, ⇒ only 2 of these modes matter at room temperature
and therefore diatomic molecules have 3 + 2 degrees of freedom [at room temperature]. This
also has the implication that CV is temperature-dependent

2.2.1 Idealized Solids

The previous derivation for gases cannot be strictly applied to solids.
Assuming a solid is modelled as a bunch of atoms attached with springs, we arrive at

E = 1
2 mv2. But when we look at solids (Fig. 1) we note that they have this plateau effect.

Figure 1. Heat capacity of selected solids

This is explained by there being 3 potential degrees of freedom in the spring3. 3 . . .
Bu basically what the Equipartition theorem tells us is the energy stored in each quadratic

degree of freedom. But we don’t always know what the degrees of freedom are. For example
how do we know what should we count or not?

Remark Heat capacity at a constant volume is really easy to calculate, but is difficult to measure since
solids tend to thermally expand. Heat capacity at a constant press is really easy to measure,
but difficult to calculate.

So, to recap:

• The Equipartition theorem seems pretty powerful; it can predict energy per mode as a
function of temperature and calculate a bunch of things

• BUT:
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– We didn’t really prove it
– Doesn’t really work when quantum levels matter
– ‘Degrees of freedom’ is not well-defined
– Works only in average energy
– Doesn’t explain equilibrium
– Still don’t know what entropy is

Let’s try to address all of these shortcomings by applying quantum statistical mechanics.

Subsection 2.3

Lecture 3: Two State Systems

Begin with coins; heads/tails with equal likelihood, independent flips.

Definition 2 To describe this better we will define a few terms:
Microstate: a specific configuration; all of which are equally likely, i.e. individual head/tails
outcomes
Macrostate: Defined by some combined quantity, possibly containing multiple microstates,
i.e. a state w/ 2/3 heads
Multiplicity (Ω): The number of microstates in a macrostate

For example, if we were to flip 100 coins.

• Multiplicity of 0 heads: Ω(0) = 1

• Multiplicity of 1 heads: Ω(1) = 100

• Multiplicity of 2 heads: Ω(2) = 100·99
2

• Multiplicity of n heads: Σ(N, n) =
(

N
n

)
=

N !
n! · (N − n)!

– The probability of n heads after N flips:
Σ(N, n)

Σtot
=

Σ(N, n)
2N
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Figure 2. Probability distribution for 50 coin flips

As there are more flips the
distribution will become rela-
tively more narrow

Now, imagine a system of little independent magnetic dipoles that can point up or down in
an external magnetic field (Fig. 3) The multiplicity is given by the expression we found before:

Σ(N, n) =
(

N

n

)
=

N !
n! · (N − n)! (2.14)

Figure 3. Independent dipoles in field

Equal numbers of dipoles pointed up and down has a far higher multiplicity and therefore
is the most probable state although it is not the lowest energy state. On the other hand, the
lowest energy state would be all of the dipoles being aligned with the magnetic field, and
highest being all anti-aligned. How can resolve this problem?

Subsection 2.4

Lecture 4: Einstein Solids
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Figure 4. Einstein solid

Moving away from the contrived dipole example we move to the Einstein solid which is basi-
cally a bunch of harmonic oscillators as a means to finding out what temperature is.

Comment Recall: the quantum energy levels of a harmonic oscillator is

E = (q + 1
2)ℏ
√

k/m (2.15)

Where

• w = 2πf

• ℏ = h
2π

• ℏw = hf

By inspection we see that each oscillator has evenly spaced energy levels.

E − Eo = qℏ
√

k/m −→ qℏ
√

k/m (2.16)

Ground state is a constant so
we ignore it

Each identical independent oscillator has an integer quanta of energy. This means
that for a 3-oscillator system there are 6 ways 2 quanta can be distributed is
(2, 0, 0), (0, 2, 0), (0, 0, 2), (1, 1, 0), (0, 1, 1), (1, 0, 1) and so on4 4The nice thing about statistical me-

chanics is that each step is fairly trivial
. The macrostate is the to-

tal energy in the system, qtot = 2. The microstate is the configuration, i.e. (1, 1, 0). So, the
multiplicity of the macrostate qtot = 2 is Ω(2) = 6. Going onwards Ω(3) = 10 and so forth.

Theorem 2 The multiplicity for q quanta of energy distributed between N oscillators is

Ω(N, q) =
(

q + N − 1
q

)
= (q + N − 1)!

q!(N − 1)! (2.17)
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Proof Imagine N = 4 oscillators and q = 8 quanta. Consider the configuration (1, 3, 0, 4). We
can draw it like this:

where * is a quanta of energy and | separates the oscillators. Any combination of 8 of *
and 3 of | is a valid microstate.
So: There are q + N − 1 symbols, q of which are a ∗
TLDR: cute proof!

By inspection we find that the multiplicity grows very rapidly with increasing N or q.

Figure 5. Multiplicity Ω of Einstein solid given N, q

Now, can we understand temperature by making Einstein solids interact with each other?
Imagine two Einstein solids with N = 4 oscillators each and qtot = q1 + q2 quanta of energy
between them. How do the macrostates and multiplicity look? Note: if solid 1 has q1 = 10,

then solid 2 has q2 = 60 −
10 = 50

Figure 6. N1 = N2 = 4, q1 + q2 = 60, Ωtot = Ω(q1) × Ω(60 − q1)

Since they share energy, it follows that the total multiplicity of the system is Ωtot = Ω1 ×
Ω2. Plotting this we find that the multiplicity will tend to follow something that looks a bit
like a normal distribution, the spread of which depends on the N and q. As this gets larger and
larger we gain more and more certainty as to the system’s energy – that the system with the
greatest multiplicity (most likely) has an energy level which is in-between the energies of the
interacting bodies.
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Comment This begins to look like a plausible explanation for thermal equilibrium!

Subsection 2.5

Lecture 5: Large Numbers

Let’s consider a mole of Einstein solid 1.8 × 1024 at normal temperatures q = 1026. If one
were to try to calculate what we did in the previous section it would just not work, especially
computationally. So let’s apply a few methods to model this

Types of numbers

1. Small numbers: e.g. 42 which we can use arithmetic as normal

2. Large numbers: can ignore adding a small number 1024 ≈ 1024 + 24

3. Very large numbers: can ignore multiplying a very large number by a large number, i.e.
101023 × 1023 ≈ 101023

Theorem 3 Stirling’s approximation

N ! ≈
√

2πN(N

e
)N N ≫ 1 (2.18)

Which also gives us the result (for large N)

ln(N !) = N ln(N) − N (2.19)

Can use this to find Ω(N, q)

ln(Ω) ≈ N ln
( q

N

)
+ N q ≫ N, N ≫ 1

Ω ≈
(eq

N

)N

(2.20)

More formally,
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Ω(N, q) =
(

q + N − 1
q

)
≈ (q + N)!

q!N !
ln(Ω) ≈ ln((q + N)!) − ln(q!) − ln(N !) Use ln(N !) ≈ N ln(N) − N)

≈ (q + N) ln(q + N) − (q + N) − q ln(q) + q − N ln(N) + N ln(1 + x) ≈ x x ≪ 1
= (q + N) ln(q + N) − q ln(q) − N ln(N)

= assume q ≫ N(q + N)(ln(q) + N

q
) − q ln(q) − N ln(N)

⇒ ln(Ω) = N ln
( q

N

)
+ N + N2

q

⇒ Ω = (eq

N
)N

(2.21)

From our intuition we expect that when we combine two multiplicities that the peak will
be at q1 = q2 = qtot/2. . .

Let x = q1 − q
2 = q

2 − q2

Ωtot = ( e

N
)2N [(q

2)2 − x2]N (2.22)

And then we do some math [textbook 2.26, 2.27 ] and find that it is a Gaussian

Definition 3 Large N multiplicity of Einstein solids

Ωtot ≈ Ωmaxe−N(2x/q)2

Ωmax = ( e

N
)2N (q

2)2N
(2.23)

And with Stirling approximation we arrive at

Ω ≈
(eq1

N

)N

(2.24)

The internal entropy for an Einstein solid is given by

E = εq (2.25)

Where ε = ℏw, w being the frequency of the oscillations.

And the variance can be found for large N, which becomes increasingly thin for large N . if N = 1024, σ = q
2×1012

σ = q

2
√

N
(2.26)

2.5.1 Entropy

Definition 4
S ≡ k ln(Ω) (2.27)

Andwe find that systems in thermal contact will tend to be foundwith the highest entropy;
Entropy increases. This is the second law of ther-

modynamics!
Subsection 2.6

Lecture 6: Multiplicity of an Ideal Gas
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Recall the expression for large N multiplicity is given by Eq. 2.24 and for a combination of
Einstein solids it is simply Ωtot = Ω1 × Ω2

Substituting x = q1 − q
2 we can arrive at the following approximation

≈ Ωmax · e−x2/a2
(2.28)

And a = q√
2

√
N

describes the width of the peak ( which can be thought of as describing
the accuracy).

2.6.1 Ideal Gas

Comment Recall from the quantum mechanics section of this course that particles in a cubic box have
quantized energy

E = h2

8m

(
n2

1 + n2
2 + n2

3
V 2/3

)
(2.29)

In the textbook it gives us a massive formula for the multiplicity of an ideal gas

ΩN ≈ 1
N !

V 2/3

h3/N

π3N/2

(3N/2)! (
√

2mU)3N = f(m, N)V N U3N/2 (2.30)

This is not very satisfying and
we will get back to this later.
For now let’s assume it is cor-
rect.

Let’s consider a system of two ideal gases in contact. In this case if we allow for energy
transfer, i.e. Xi = Ui...

Ωtot = Ω1 × Ω2

Ωtot = f()2(U1U2)N (U1U2)3N/2

≈ Ωmax · exp
(

−x2

a2

)
where x = U1 − Utot

2

→ a = U

2
√

3N/2

(2.31)

And sowe get the result that themultiplicity is again a Gaussianwith a peak at x = U1− U
2

and a spread on the order of 1√
N

as well , which indicates that thermal equilibrium works for
ideal gases with energy transfer as well!

Considering a system where we allow for volume transfer, i.e. Xi = Vi...
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Ωtot = Ω1 × Ω2

Ωtot = f()2(V1V2)N (U1U2)3N/2

≈ Ωmax · exp
(

−x2

a2

)
where x = V1 − Vtot

2

→ a = V

2
√

N

(2.32)

We arrive at much the same result as before with the Gaussian and spread.
Considering a system where we allow for particle transfer, i.e. Xi = Ni, we get a really

ugly expression. I do not want to write this out so here is the screen-shotted lecture slide:

The point of all this is that this brings us to the second law of thermodynamics and the
concept of entropy which enables us to work with these really big numbers in a much easier
way.

Before we do that let’s convert our multiplicity expressions to entropy

Ω ≈ (eq

N

N
) N = 1022 ⇔ S = Nk[ln( q

N
) + 1] (2.33)

And derive the following property from just log laws

Ωtot = Ω1 × Ω2

Stot = S1 + S2
(2.34)

Which, coupled by the 2nd law of thermodynamics (entropy increases and system will be
most stable maximum entropy), we now have a really good way of describing temperature and
thermodynamic equilibrium.

Applying this to an ideal gas we can do some ugly math from Eq. 2.30 and Eq. 2.27, use
Stirling’s approximation and drop some large factors to arrive at the following expression for
entropy of an ideal gas

Theorem 4 Entropy of an ideal gas

S = Nk[ln
(

V

N
(4πmU

3Nh2 ) 3
2

)
+ 5

2] This is also known as the
Sackur-Tetrode equation

(2.35)
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Inspecting the equation entropy increases with N, V, m, U , which makes intuitive sense.
Note that there is a subtlety in using entropy. For example mixing two different gases; i.e. a
gases with different masses, or gases with a different energy; this would cause a positive ∆S.
However mixing two identical gases would cause no entropy change; ∆S = 0. What to note is
that thermal equilibrium is the tendency of a system to enter a more likely state. If they are in
the same state; mixing them will not cause any further change in state and therefore positive
∆S. Entropy is not anything mys-

terious anymore!
Subsection 2.7

Lecture 7: What is temperature? (Revisited)

This was a short lecture with lots of review. The key takeaway is that thermal equilibrium is
found when

∂S1

∂q1
= ∂S2

∂q2
(2.36)

Figure 7. Toy ideal gas system

But U = qEo, so

∂S1

∂U1
= ∂S2

∂U2
(2.37)

The peak is when the derivative of the entropy with respect to energy is the same in both
systems. Intuitively the peak is where

taking energy from one sys-
tem and putting it in the other
does not cause a change in to-
tal entropy

And so we arrive at the conditions for thermal equilibrium:

1. Temperatures are equal

2. Entropy is maximized (Smax is at ∂S1
∂U1

= ∂S2
∂U2

)
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Perhaps this could be temper-
ature? Since they are equal at
thermal equilibrium...

But! ∂S
∂U decreases with increasing U but temperature increases with increasing U . So

let’s test

T ≡ (∂U

∂S
)N,V Keeping N, V constant(2.38)

We can test it for an ideal gas

S = Nk

ln

V

N
(4πmU

3Nh2 )
3
2

+ 5
2

 = Nk ln
(

U
3
2

)
+ f(N, V )

T = ( ∂S

∂U

−1
) =

(
2Nk

2U

)−1
= 2U

3Nk

(2.39)

Which brings us to the very satisfying result that

⇒ U = 3N
kT

2 (2.40)

, which is exactly what the equipartition theorem says for an ideal gas! This T is what an
ideal gas law thermometer measures – but is applicable to any system.

Definition 5 We can therefore define temperature as the partial derivative of energy with respect to en-
tropy

T ≡ ∂U

∂S
or 1

T
= ∂S

∂U
(2.41)

T −1 is how much S = ln(Ω) increases when energy is added to a system. This means that
at a low temperature putting in a little energy will increase S a lot, and vice-versa for high
temperatures.

Subsection 2.8

Lecture 8: Thermodynamic Identity

Comment Recall: (T )−1 is how much S = k ln Ω with "everything else" held constant. This means
at at low temperature adding energy increases S a lot, and vice versa. This means that
when putting a low and high temperature object besides each other, the higher temperature
object will more likely give up temperature to the lower temperature one – which is what
we expect.

We have a procedure for finding heat capacity

U = εq, Ω ≈
(eq

N

)N

=
(

eU

Nε

)N

S = Nk

[
ln U

Nε
+ 1
]

T = U

Nk
U = NkT

CV = Nk

(2.42)

1. Find the multiplicity Ω(U, N, V, . . .)

2. Find the entropy S = k ln Ω

3. Find T (U, N, V, . . .) = ( ∂S
∂U )−1

4. Solve for U(T, N, V, . . .)

5. Find CV = ∂U
∂T

And we find that this works well for Einstein solids and for real solids e.g. Lead as well. It
also works for ideal gases and para-magnets – but other than for these we are kind of stuck;
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it is really difficult to use this tool to find heat capacity for more complex substances. This is
where classical thermodynamics comes in

In order to complete the picture we now want to be able to build a better understanding
of pressure. Going back to the example in Fig. 7, let’s consider allowing volume and energy to
change.

At Smax
∂S1

∂U1

∂S2

∂U2
and ∂S1

∂V1

∂S2

∂V2
(2.43)

Also, T1 = T2, P1 = P2, where T ≡ ( ∂S
∂U )−1. We’ve played this ‘game’ before with

temperature to get the above result – now let’s do it with pressure. We note that ∂S1
∂V1

∂S2
∂V2

has
units of N

m2·K , and P1 = P2 has units N
m2 . So let’s propose

P ≡ T ( ∂S

∂V
)U,N (2.44)

Plug this into Eq. 2.35 and see if it reproduces the ideal gas law. Which gives us

Definition 6 Pressure

P = TNk

V
(2.45)

And that’s the ideal gas law! So Eq. 2.44 is a valid expression for pressure.

2.8.1 Chemical Potential

Let’s go back to the example in Fig. 7 yet again but allow for changing volume, energy, and
number of particles.

Building upon what we have derived prior for volume and temperature we note that

∂S1

∂N1

∂S2

∂N2
At equilibrium total entropy
doesn’t change; i.e. moving a
particle from one side to the
other doesn’t make an impact

(2.46)

Definition 7 Chemical Potential is therefore defined as:

µ ≡ T ( ∂S

∂N
)U,V (2.47)

Barth Netterfield: The nega-
tive is there for tradition?

Theorem 5 Therefore we may define the Thermodynamic Identity as

dS =
(

∂S

∂U

)
N,V

(
∂S

∂V

)
N,U

(
∂S

∂N

)
U,V

(2.48)

And plugging in our definitions for T, P, and , µ

dS = 1
T

dU + P

T
dV − µ

T
dN (2.49)

With Eq. 2.49 we may integrate over all energies, volumes, number of particles, etc. to get a
measure of the entropy and therefore multiplicity in a system! It is still in not a great form
to work with so we solve for U to get the following identity

dU = TdS − PdV + µdN (2.50)
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Example Let’s play with Eq. 2.50 a little bit and find out surprisingly intuitive it is.

1. Keep entropy and volume to be 0 and constant. µ = ∂U
∂N S,V

. This says that chemical
potential is the amount of energy you need to add5 5 Chemical potential is usually nega-

tive, so you need to take away energy
a particle in order to keep the

entropy constant. This makes sense since S is a strong function of N

2. Keep energy and volume to be 0 and constant. µ
T = − ∂S

∂N U,V
. Chemical potential6 6divided by temperature

is the amount the entropy changes when you add a particle (with energy and volume
constant). Note that chemical potential is generally negative, so entropy increases
while adding particles.

3. Keep energy and entropy to be 0 and constant. µ
P = − ∂V

∂N U,S
. Chemical potential7 7divided by pressureis

the amount the volume must change when a particle is added in order to keep energy
and entropy constant

4. Keep energy and number to be 0 and constant. P
T = − ∂S

∂V U,N
. Pressure8 8divided by temperatureis the amount

by which entropy changes when you increase the volume.

To recap: we have now have the thermodynamic identity from which most of classical
thermodynamics is derived from; what we’re missing now is just various free energies.

Subsection 2.9

Lecture 9: Boltzmann Factors

Comment A summary of key results derived in previous lectures:
Probability of macrostate s:

P (s) = Ω(s)
Ωtot

(2.51)

Entropy (which is maximized at equilibrium) (Eq. 2.27)

S ≡ k ln(Ω) (2.52)

And the thermodynamic identity (Eq. 2.50)

dU = TdS − PdV + µdN (2.53)

Where

T ≡ (∂U

∂S
)N,V , P ≡ T ( ∂S

∂V
)U,N , µ ≡ T ( ∂S

∂N
)U,V (2.54)
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Figure 8. Spectral lines for selected stars. Note absorption lines – how canwe use statistical mechanics to
explain the behaviour of these hydrogen absorption lines? Why do they appear for hot stars but disappear
for cool stars?

Hydrogen absorption lines form the Lyman, Balmer, and Paschen series. The visible ones
start at the n = 2 shell and so lie in the Balmer series.

Figure 9. Various spectral series for hydrogen

Therefore cold stars would have largely hydrogen at n = 1 and therefore not have visible
absorption lines. Can we go more specific and find the probability that an atom is in the n = 2
state instead of the n = 1 state? 9 9 Yes, or else we wouldn’t be

asking this questionConsider the following system of a single atom10 in the rest of the Sun’s atmosphere11.
10 the subsystem
11 The reservoir

What is the probability that this atom will be in a particular n = 2 mode compared to a n = 1
mode?12

12 Recall multiplicity of energy
levels i.e. there are 4 different
states with energy level ofn =
2

P (s2)
P (s1) = ΩR(s2)

ΩR(s2) (2.55)
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Read ΩR(si) to be the multiplicity of the entire system, sun and the atom, when the atom
is in mode si By definition the multiplicity of a mode is 1. But why would the multiplicity
of the entire sun change when the atom is in different modes? Because the energy changes –
when energy flows out of the sun reservoir into the atom to increase its energy level causes
the sun’s multiplicity to go down, and vice-versa.

Rearrange the prior expression a little bit to get it with respect to entropy

S ≡ k ln Ω → Ω = eS/k

⇒ P (s2)
P (s1) = ΩR(s2)

ΩR(s2) = eSR(s2)/k

eSR(s1)/k
= e[SR(s2)−SR(s1)]/k

(2.56)

And then apply the thermodynamic identity13, noting that effects on volume is negligible 13 dS = 1
T (dU +

PdV︸ ︷︷ ︸
P dV ≪dU

− µdN︸︷︷︸
dN=0

)and there is no transfer of particles. Therefore we arrive at

∆S = ∆U/T for small ∆S

= SR(s2) − SR(s1) = 1
T

[ UR(s2)︸ ︷︷ ︸
energy in reservoir during s2

−UR(s1)]

= − 1
T

[E(s2) − E(s1)] (14 14Adding energy to atom is removing
from reservoir

)

(2.57)

Plugging this back into Eq. 2.56 we then get

P (s2)
P (s1) = e[SR(s2)−SR(s1)]/k = e− 1

kT (E(s2)−E(s1)) = e−E(s2)/kT

e−E(s1)/kT
(2.58)

Note that E is the energy level of the subsystem, and T is the temperature of the reservoir
(not the subsystem). The energy of the subsystem also doesn’t make too much sense since it
is just a single thing.

Theorem 6 We then define the Boltzmann Factor , and the ratio of probabilities of two states is the
ratio of their Boltzmann factors.

e−E(s)/kT (2.59)

And the absolute probability is some constant multiplied by the Boltzmann factor, i.e.

P (si) = 1
Z

e−E(s)/kT (2.60)

The constant Z describes the sum of the Boltzmann factors of all possible microstates, i.e.
the partition function

Z =
∑

s

= e−E(s)/kT (2.61)

In other words the probability of a particular microstate is the Boltzmann factor of said
microstate, divided by the sum of all Boltzmann factors for that system

In the past we talked about each microstate being equally likely. But now not every single
subsystem in thermal equilibrium with a larger system is equally likely because the subsystem
can give/take energy. So we now have to look at the likelihood that it can give/take energy to
get to the higher energy state, which is given by Eq. 2.60
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Example Let’s try applying this to the Balmer series (Fig. 9). We know that the line strength is depends
on the number of hydrogen atoms starting at the n = 2 level. The ∆E between n = 1, 2 is
10.2eV .

• The multiplicity of n = 1 is 1

• The multiplicity of n = 2 is 4

Plugging this into Eq. 2.58 we get

P (n = 2)
P (n = 1) = 4e−∆E/kT (2.62)

Which can be plotted as a function of T

Andwe can observe that hot stars (i.e. A-stars) aremuchmore likely to have hydrogen atoms
in the n = 2 state, whereas it is very unlikely for cool M-stars to have hydrogen atoms in
those states; the n = 2 level is insufficiently populated for hydrogen absorption lines to
appear. This result makes sense given

our observed spectral lines
Subsection 2.10

Lecture 10: Average Values

The neat thing about the Boltzmann factor is that it can be used to find the average values of
certain parameters.

Theorem 7 Consider some parameter X(s) that is a function of only the quantum-mechanical mode the
subsystem is in, e.g. energy, angular momentum, quantum number, velocity, etc..

X =
∑

s

P (s)X(s) = 1
Z

∑
s

X(s)e−E(s)/kT (2.63)

As an example we can look at the average energy of a system

Example Let’s make the math easier by
substituting β = 1

kT

X =
∑

s

P (s)X(s) = 1
Z

∑
s

X(s)e−E(s)/kT

= 1
Z

∑
s

X(s)e−E(s)β
(2.64)

And then let X = E; we’re looking for average energy
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E = 1
Z

∑
s

E(s)e−E(s)β

= − 1
Z

∂Z

∂β

(2.65)

X =
∑

s

e−E(s)β

∂Z

∂β
= −

∑
s

E(s)e−E(s)β

= −E(s)Z
(2.66)

Recall how we prior used the equipartition rule and found that the degrees of freedom
didn’t really quite work out for diatomic molecules. We were able to wave our hands before
and just use intuition with the atomic shapes to resolve this problem. Now we have the tools
to resolve this problem more formally.

For a diatomicmolecule, the energy levels are atE(j) = j(j+1)ε . There is a 2nd quantum
number k ∈ {−j, j + 1...j − 1, j}, so the degeneracy is Ωj = 2j + 1

Z =
∑

s

e−E(s)β =
∑

j

(2j + 1)e−j(j+1)εβ (2.67)

This sum does converge since
for large j the exponential
goes to 0

Plugging this into what we found earlier for energies,

E = 1
Z

∑
s

E(s)e−E(s)β = 1
Z

∑
j

(2j + 1)(j(j + 1)ε)e−j(j+1)εβ (2.68)

Need to multiply the energy
by the multiplicity of the state,
2j + 1

It turns out that εβ is really small at reasonable sizes and we can evaluate this numerically
with modern computers.

Example Let’s try to calculate the average energy of H2
Hydrogen turns out to be a little bit of a weird case where there are two semi-stable states;
parahydrogen (both even j ) and orthohydrogen (only odd j ). So we would have to consider
them separately. Measurement states Cv

k =
0.95 at 298K and Cv

k = 0
at 40K. Equipartition predicts
Cvk = 0.5 ∗ dof

Prof. Netterfield wrote some c code (Fig. 10) to calculate the expected energy.

Figure 10. c code for finding heat capacity for H2



Statistical Mechanics Lecture 10: Average Values 25

Figure 11. Plot of heat capacity vs temperature predicted through our statistical model

With this in hand we will try to derive a less hand-wavy equipartition theorem.
Consider a quantum system where the energy levels are given by En = Cnm where n is

a positive integer and there is no degeneracy in the system. The number of particles and the
volume is fixed =⇒ E = − 1

Z
∂Z
∂β .

Z =
∑

s

e−E(s)/kT =
∑

n

e−Cnm

β If C
kT << 1 then many terms

are required for the inside of
the sum to drop to 0, so let’s
do approximations. Change of
variables ym = Cβnm, n =
y(Cβ)− 1

m . Also note that
e−ym is just a constant that de-
pends on m

≈
ˆ ∞

0
e−Cnmβdn

= (Cβ)− 1
m

ˆ ∞

o

e−ym

dy

= (CB)− 1
m I

(2.69)

And therefore we find, after a chunk of math

E = − 1
Z

∂Z

∂β
= . . .

kT

m
(2.70)

Which is exactly what we expect.

• Harmonic oscillator, equally spaced energy levels, En = εn, m = 1 =⇒ E = kT

• 1D particle in a box En = εn2, m = 2 ≈ kT
2

• 2D particle box: breaks because we don’t handle degeneracy.
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But this breaks for more complex systems such as a particle in a 2D box. We go back to
where we were previously but define the number of modes to be Ns = Dna.

This gives us this expression for the partition function

Z =
∑

s

e−E(s)/kT =
∑

n

Dnae−Cnbβ (2.71)

Then we do the exact same stuff and then we will arrive at

E = (a + 1)kT

b
(2.72)

a, b are the same as in Eq. 2.71
So with Eq. 2.72 in hand we try our hand again at some examples

Example Harmonic oscillator:

En = εn, Ns ∝ 1, a = 0, b = 1 =⇒ E = kT (2.73)

1D particle in a box

En = εn2, Ns ∝ 1, a = 0, b = 2 =⇒ E = kT

2 (2.74)

Diatomic rotation

E = ε(j(j + 1)); En ∝ n2, Ns ∝ n, a = 1, b = 2 =⇒ E = kT (2.75)

So now we are no longer counting degrees of freedom but rather the way energy levels
increase and the multiplicity changes.
3D particle for a box15 15Recall: energy levels given by n2

x +
n2

y + n2
z . Use polar, call it n2

r

E = n2, Ns ∝ n2, a = 2, b = 2 =⇒ E = 3kT

2 (2.76)

To sum it all up, in this lecture we applied the Boltzmann factor and the partition function
Z in order to find the average values of certain parameters. An expression for average energy
was then derived using the partition function, and the equipartition theorem was redefined in
terms of more rigorous statistical mechanics.

Subsection 2.11

Lecture 11: Maxwell Speed Distribution

Comment Review of Boltzmann statistics

P (s2)
P (s1) = ΩR(s2)

ΩR(s2) = eSR(s2)/k

eSR(s1)/k

dN=0,dV =0−−−−−−−−→ e−E(s2)/kT

e−E(s1)/kT
(2.77)

Boltzmann factor

e−E(s)/kT (2.78)

Partition function

Z =
∑

s

e−E(s)/kT (2.79)

And then the probability of a microstate s1 is
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P (si) = e−E(si)/kT

Z
(2.80)

So we can get the average value of anything using

X = 1
Z

∑
s

X(s)e−E(s)/kT (2.81)

For example, for energy we get

E = 1
Z

∑
s

E(s)e−E(s)β = 1
Z

∂Z

∂β
(2.82)

Or,

E = (a + 1)kT

b
En = Cnb, Ns = Dna,

C

kT
≪ 1 (2.83)

For an ideal gas we get E = 1
2 mv2 = 3kT

2 So vrms =
√

v2 =
√

3kT
m . But this only gives

us the average speed. Instead we want to understand the distribution of particles instead. We can actually use this to un-
derstand why the moon has
no atmosphere, earth has no
helium/hydrogen, and Jupiter
has both

Figure 12. Let’s imagine that this is what the speed distribution for an ideal gas

Our goal is to arrive at something like Fig. 12 where the x-axis describes the velocity and
the y-axis describes the probability density function. The area under of the curve, i.e. the green
area in the above figure gives the absolute probability of the speed to be between a range.
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Definition 8 Maxwell speed distribution

D(v) = 4π
( m

2πkT

) 3
2

v2e−mv2/2kt (2.84)

Proof The molecule has some speed, so
ˆ ∞

0
D(v)dv = 1 (2.85)

And just by using our intuition, we can anticipate that D(v) should be proportional to
the probability of being in a state with speed v times the density of states with speed v.
This is just the Boltzmann factor multiplied by the multiplicity.

D(v) ∝ e−mv2/2kT × N(v) (2.86)

Next we have to find something more precise about N(v)
For a particle in a cubic box we have E = Eo(n2

x + n2
y + n2

z). If we were to define
r2 = n2

x + n2
y + n2

z , then E = Eor2 . Therefore E = Eor2 = mv2

2 → v ∝ r Since the
number of states between r, dr is equal to the volume of the shell with radius r to dr, so
N(r) ∝ r2 =⇒ N(v) ∝ v2 .

D(v) ∝ e−mv2/2kT × v2 = Cv2e−mv2/2kT (2.87)

With this in hand we can try our hand at the integral
ˆ ∞

0
Cv2e−mv2/2ktdv = 1 (2.88)

Apply substitutions x = v
√

m/2kT , v = x
√

2kT/m

1 = C(2kT

m
)3/2
ˆ ∞

0
x2e−x2

dx =⇒ C = 4π( m

2πkT
)3/2 (2.89)

And plugging that into the original expression for D(v) we get the Maxwell speed distri-
bution

D(v) = 4π
( m

2πkT

) 3
2

v2e−mv2/2kt (2.90)
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Figure 13. Maxwell distribution for Oxygen at room temperature

We see that a higher temperature gives a wider distribution centered around a higher ve-
locity – makes sense. And for reasonable temperatures, oxygen’s thermal velocity is basically
always under Earth’s escape velocity; what little that could escape is entirely insignificant (note
log scale). So oxygen doesn’t escape thermally.

However for the case of helium some of it exceed the escape velocity and so it leaves the
atmosphere.

And we can repeat this for the moon and Jupiter and see that basically everything escapes
from the moon and nothing escapes from Jupiter
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Subsection 2.12

Lecture 12: Free Energy

Comment In the previous few lectures we have been working with Boltzmann factors in situations
where we can enumerate all of the quantum modes. This enables us to use the partition
function (Eq. 2.61) to find the probability of any state. This partition function is also useful
in that it gives us an easy way to find the average energy; see Eq. 2.82.
As it turns out there are even more use cases for the partition function.
Previously we looked at diatomic molecules, for which the energy levels and multiplicity
are given by:

E(j) = j(j + 1)ε Ωj = 2j + 1 (2.91)

And the partition function is therefore

Z =
∑

e

e−E(s)β =
∑

j

(2j + 1)e−j(j+1)εβ (2.92)

There are not many modes since εβ becomes large really easily, so it is trivial to do it com-
putationally. Or when εβ is small we can just do it as a definite integral. So it is fairly
straightforwards to calculate Z in any case.

Sowhatmore canwe dowith the partition function? Imagine s1, s2 represent the quantum
states of two distinguishable non-interacting subsystems16. 16 This could look like s1 being the

translational mode of an O2 molecule
in a box and s2 being the translational
mode for a N2 molecule in the same
box. Or them being the rotational and
translational mode of one particle

As it turns out the combined partition function is just the product of the individual parti-
tion functions, i.e.

Z =
∑

s

e−E(s)/kT =
∑
s1

∑
s2

e−β(E1(s1)+E2(s2)) = Z1Z2 (2.93)

Theorem 8 The partition function for i distinguishable non-interacting subsystems is given by

Ztot =
∏
N

Zi (2.94)

What if they are indistinguishable? This would just look like over-counting i.e. combina-
tions with repetition.
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Theorem 9 The partition function for i indistinguishable non-interacting subsystems is given by If they are all indistinguish-
able then

∏
i Zi = ZN

1

Ztot =
∏

i Zi

N ! = ZN
1

N ! (2.95)

A new ideal that makes the partition function a lot more useful is Helmholtz free energy

Definition 9 Helmholtz Free Energy
F ≡ U − TS (2.96)

And recall that dU = TdS − PdV + µdN (see 2.50), so

dF = −SdT − PdV + µdN (2.97)

Playing the same ‘game’ we did before in Lecture 2.7 with holding things constant, we
find that if we can calculate F somehow, then F, P, µ can be found easily. And if we can find
F = F (Z), we can do a lot of cool things.

S = −(∂F

∂T
|V,N ) P = −(∂F

∂V
|T,N ) µ = −( ∂F

∂N
|V,T ) (2.98)

As it turns out F is a function of Z!

Definition 10
F ≡ U − TS = −kT ln Z (2.99)

This can be proved but it is boring and ugly and found in some section in the textbook.

The steps for knowing stuff are then as follows
If we can enumerate the
quantum levels in a system,
and N, V is fixed – but we
can enumerate the quantum
modes – we can calculate Z
and with it a lot about the
system

1. Calculate Z

2. From Z , calculate F

3. From F , calculate Cv, U, S, P, µ

Example Consider an ideal gas. First we find Z for a cubic box of length L. We can do this because
we have prior calculated the energy levels of a particle in a 3D box.

E = ε(n2
1 + n2

2 + n2
3) ε = h2

8mL2 (2.100)

Now, put this into Eq. 2.82 we get

Ztr =
∑
n1

∑
n2

∑
n3

e−βε(n2
1+n2

2+n2
3) =

(∑
n

e−εβn2

)3

(2.101)

It turns out that εβ ≪ 1 so there are many terms so we can replace it with an integral. εβ
would only be large if it were really small or if the box were super small. In that case use
computers.

Ztr ≈
(ˆ ∞

0
e−εβn2

dn

)3
= 1

εβ

(ˆ ∞

0
ex2dx

)3
= V

h3

(
2πm

β

)3/2
(2.102)

So, to summarize, we have

1. Translational modes: Ztr = V
h3

2πm
β

3/2
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2. Diatomic rotational modes: Zrot =
∑

j(2j + 1)e−j(j+1)εrβ

3. Diatomic vibrational modes: Zvib =
∑

j e−(j+ 1
2 )εvβ

These are three distinguishable subsystems and therefore we can find Ztot = ZtrZint for
one molecule in a box. Define: Zint = ZrotZvibIf we had N indistinguishable molecules in a box, we would instead
have to use Eq. 2.95 since the molecules are indistinguishable.

ZN = (ZtrZint)N

N ! =⇒ log ZN = N [ln V − 3
2 ln β+ 3

2 ln 2πm

h2 +1− ln N︸︷︷︸
Stirling approx

+ ln Zint]

(2.103)
With ZN in hand lets figure out other properties of the system.

U = − 1
Z

∂Z

∂β

log laws−−−−→= −∂ ln Z

∂β
= 3

2NkT + Uint

Cv = ∂U

∂T
= 3

2Nk + ∂Uint

∂T
We solved this numerically in Lecture 10

F = kT ln Z

= kTN

[
ln V − 3

2 ln β + 3
2 ln 2πm

h2 + 1 − ln N + ln Zint

]
P =

(
∂F

∂x

)
T,N

=⇒ P = kTN

V
This is the ideal gas law!

S = −
(

∂F

∂T

)
N,V

= . . . exercise for reader

µ = −
(

∂F

∂x

)
T,V

= . . . as above

(2.104)

And with this we found the ideal gas law with no hand waving! The same method can be
applied to entropy or chemical potential of the system. This is incredibly powerful; with just
Z we can find out so much about the system. However this is given that the volume does not
change and N remains constant. This is with the assumption that the volume is small. What’s
next? Look into allowing N to change which would help model photons17. 17 which are not conserved

Subsection 2.13

Lecture 13: Gibbs Factor

What if we want to allow for particles to come and go? E.g. if we were dealing with a chemical
reaction.

Going back to the Boltzmann factor derivation and instead allowing for N to change, we
may arrive at the Gibbs factor.

Theorem 10 The Gibb’s factor is given by the following

e[E(s)−µN(s)]/kT (2.105)
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Proof Ratio of probability is given by ratio of reservoir multiplicity in macrostate si

P (s2)
P (s1) = ΩR(s2)

ΩR(s1) (2.106)

And from Eq. 2.27 we get S ≡ ln Ω =⇒ Ω = eS/k and therefore Eq. 2.106 can be
rewritten as

Note that subscript R denotes
that reservoireSR(s2)/k

SR(s1)/k
= e[SR(s2)−SR(s1)]/k (2.107)

Going back to the thermodynamic identity, we keep µdN and apply PdV ≪ dU

dS = 1
T

(dU − µdN) (2.108)

And therefore we find that, for energy and number in the reservoir we get the following
expressing for small ∆S

∆S = ∆U − µδN

T
for small ∆S (2.109)

And so the change in entropy for the subsystem18 18Removing particles from the reservoir
is adding them to the subsystem

is given by

SR(s1) − SR(s1) = − 1
T

[E(s2) − E(s1) − µN(s2) + µN(s1)] (2.110)

Noting that the above is for the subsystem, i.e. adding energy and particles to the subsys-
tem is removing them from the reservoir.
Expanding on Eq. 2.106 we then get

E and N denotes the energy
level and number of the sub-
system, while T denotes the
temperature of the reservoir

P (s2)
P (s1) = eSR(s2/k

eSR(s1)/k
= e[E(s2)−µN(s2)]/kT

e[E(s1)−µN(s1)]/kT
(2.111)

And therefore the Gibbs factor is given by

e[E(s)−µN(s)]/kT (2.112)

Which is exactly the same as the Boltzmann factor except it takes into accountN particles.
And the grand partition function Z is, like for the Boltzmann factor, given by the sum of
all Gibbs factors

Z =
∑
s∈S

e[E(s)−µN(s)]/kT (2.113)

Example As an example let’s try to inspect a chemical process, i.e. looking at how our lungs may
interact with carbon monoxide to lead to carbon monoxide posioning. Let’s imagine that in
the lungs we have a location that can absorb or not absorb a oxygen molecule. It is at E = 0
while nothing is in it, and E = −0.7eV when there is a oxygen bound to it, meaning that it
takes energy to break free. The probability of it being occupied is the Gibbs factor for it being
occupied over the grand partition function. Since there are only two states (open/closed), it
should be easy to calculate.

P (O2) = e−[E(s)−µN(s)]/kT

Z
(2.114)

At room temperature oxygen exerts roughly 0.2atm of partial pressure. Therefore µ is given
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by the following equation derived from the ideal gas law and some fancy stuff. Zint is found
by finding the partition function for the rotational modes for oxygen (which is much like
what we did for finding the heat capacity of hydrogen prior)

µ = −kT ln
(

V

N

(2πmkT )3/2

h3 Zint

)
≈ −0.6eV (2.115)

Gibbs factor in the empty state is given by 1 since if we were to evaluate Eq. 2.105 with
N = E = 0 we get 1. In the state where there is an O2 we get e−(0.7eV −(−0.6eV ))/kT ≈ 40
And so Z = 1 + 50 = 41 =⇒ P (O2) = 40

1+40 = 98%.
Repeating 2.115 with CO at 100 times lower pressure we find that µCO = −0.72eV . In
this system we now have three states; oxygen bound, carbon monoxide bound, and nothing
bound. Given that E = −0.85eV when carbonmonoxide is bound to the receptor we repeat
the calculations for the Gibbs factor and Z to find that

1. Gibbs(empty) = 1 =⇒ P (empty) = 1
161

2. Gibbs(O2) = 40 =⇒ P (O2) = 40
161 ≈ 0.25

3. Gibbs(CO) = 120 = 120
161 ≈ 0.75

Which means that only a very small amount of carbon monoxide needs to be introduced in
order to screw up a lung’s ability to absorb oxygen.

Subsection 2.14

Lecture 14: Degenerate Fermi Gas

Definition 11 Fermions: only one particle allowed in a given quantum state, e.g. electrons, protons,
neutrons, etc Bosons: no limit to number of particles allowed in a given quantum state, e.g.
photons, pions

In this lecture we will be investigating Fermions in extreme conditions. Before we do
that, as it turns out our previous expression for the number of indistinguishable subsystems
(Eq. 2.95)19 19Ztot = ZN

1
N !

is not quite right.
For example, imagine a quantum systemwith 2 particles and 3 quantum states. Howwould

we deal with this?

Z =
allowed quantum states∑

e(E(s1)+E(s2))β (2.116)

If we directly summed over the combinations of 2 particles, 3 states, we would arrive at 9
terms. If we use the expression in Eq. 2.95, we would get 4.5 terms. This is obviously wrong
since it is a non-integer.

Figure 14. Counting possible states. Greyed-out states are not allowed
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We see that for fermions there are 3 allowed terms. For bosons there are 6 terms. This
is basically a result of the different properties of Fermions and Bosons affecting those states
in the diagonal20 20Fermions: only one per quantum

state, Bosons: multiple in a quantum
state

. When n becomes large, the number of terms in the diagonal becomes a lot
smaller than the total number of terms, so Eq. 2.95 can be rewritten as

Ztot = ZN
1

N ! Z ≫ N (2.117)

Definition 12 Fermi Dirac Distribution Function, or how can we deal with fermions when Z ≫ N
is not true? Instead of thinking about of particles, instead think about the quantum modes
instead, i.e. for a given quantum mode, how many particles are in E = ε?
We know that for fermions N = 0 or N = 1 since a fermion quantum mode can only have
one particle. Since the number of particles is changing, we can use Gibbs factors21 21Eq. 2.105to work
with it.

• Empty N = 0, E = 0 ⇒ 1

• Full N = 1, E = ε ⇒ e−[ε−µ]/kT

And so we can find the grand partition function Z by summing over the Gibbs factors

Z =
allowed quantum states∑

= 1 + e−[ε−µ]/kT (2.118)

And thereforewe can nowfind the probability of a particle being in themode, which happens
to be the same as that of the expected number of particles in the mode

P (1) = 1
Z

e−[ε−µ]/kT (2.119)

n =
∑

n

nP (n) = 0 · P (0)11 · P (1) = e−[ε−µ]/kT

1 + e−[ε−µ]/kT
= 1

1 + e−[ε−µ]/kT
(2.120)

Where µ is the chemical potential of the mode, ε the energy of the mode, and T the temper-
ature.

Figure 15. Note temperature dependence; at low temperatures it will fill low energy modes first, up
to εf ≡ µ

As an example we will look at neutron stars, which are gravitationally bound objects made
only of neutrons. Gravity is holding it together, and neutrons are uncharged so no electrostatic
repulsion. Note that neutrons are fermions; this is what’s stopping it from collapsing to zero
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size. Let’s use the concept of the Fermi distribution to explain the behaviour of a neutron star.

Example Degenerate Fermi gases: neutron stars

• Assume that kinetic energy is much lesser than the chemical potential kT ≪ µ

• These are fermions, so every state is occupied to ε = εf = µ. In Fig. 15 this would
look somewhat like the red line

Assume the energy levels for particles in a box

ε = εo(n2
x + n2

y + n2
z) εo = h2

8mV 2/3 (2.121)

Giving N neutrons, this is U =
∑

s ε0(n2
x +n2

y +n2
z) =

∑
s εon2

r over the lowest N modes.
Since N is extremely large, we can replace the sums with integrals.
Before we can get anywhere, however, we must find εf first22 22ε-Fermi, which denotes the upper

limit on energy such that each state be-
low is occupiedεf = ε(nmax) = εon2

max (2.122)

What is nmax ? N would be the volume of 1
8 of sphere of radius nmax, times two since there

is spin up / spin down

N = 2 · 4
8 · 4

3πn3
max → nmax = (3N/π)(1/3) ⇒ εf = h2

8m

(
3N

πV

)2/3
(2.123)

Now we know nmax as a function of N as well as εf . Still need V . Before that let’s find U .
Replacing the sum with a spherical integral (noting the 2 due to spin) we get

U = 2
ˆ π/2

0
dϕ

ˆ π/2

0
sin θdθ

ˆ nmax

0
ε(n)n2dn

= π

ˆ nmax

0
εon4dn = πh2n5

max

40mV 2/3

Plug in our expression for nmax

= 3h2

40m
( 3
πV

) 2
3 N5/3 = 3

5Nεf

(2.124)

V can be determined by finding the pressure first.

U =
(

3h2

40m
( 3
π

) 2
3 N5/3

)
V −2/3 = 3

5Nεf (2.125)

Recalling the thermodynamic identity (Eq. 2.50) we get P = −( ∂U
∂V )S,N we can derive

P = h2

20m
( 3
π

) 2
3 (N

V
)5/3 (2.126)

This is not the ideal gas law! It is a goes up faster with V and down faster with N . This is
called degeneracy pressure and has nothing to do with electrostatic repulsion; only quantum
effects.

Remember,U is the kinetic en-
ergy so lets name it that way
from now to be more clear

Uk =
(

3h2

40m
( 3
π

) 2
3 N5/3

)
V −2/3 =︸︷︷︸

volume formula

3h2

40m
( 3
2π

) 2
3

N5/3

R2 (2.127)

Then we note the boundary condition of this problem; the star will radiate energy until it
enters a minimum energy state, i.e. when Uk + Ug is minimized 23 23Recall: Ug = − 3GM2

5R
=

−
−3Gm2N2

5R where M is the stellar
mass and m is a neutron mass

I.e. minimize
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U = Uk + Ug = 3h2

40m
( 3
2π

) 2
3

N5/3

R2 − −3Gm2N2

5R
(2.128)

If we were to plot this for a reasonable 1.4 solar mass neutron star (which is pretty typical),
we find that it has a minimum at about R = 11km, which is pretty neat.

When it is at a minimum,

∂(Uk + Ug)
∂R

= 0 ⇒ ∂Uk

∂R
= −∂Ug

∂R
(2.129)

And after some math we get

R = h2

4Gm3N1/3 ( 3
2π

) 4
3 (2.130)

Which for the neutron mass we get R = 11km, which is consistent with real-life observed
data. This is really cool since wemanaged to go from a particle in the box and some statistics
to finding the radius of a neutron star.

Some observations:

• Adding mass to a neutron star will decrease the radius of the star.

• εf increases with mass, but the degeneracy pressure cannot change

• But εf = mv2

2 , if it isn’t relativistic. So → v =
√

2εf /m = 0.43c

• As mass increases the particle speeds get relativistic. So if we get a bit more massive
everything we did breaks down and it collapses and becomes a black hole. As it turns
out there cannot be neutron stars much larger than a couple of solar masses.

• These approximations are valid for T ≪ ε/k ≈ 1.0 × 1012K . This is OK since our
measurements show that the temperatures are below 106K

• We also assumed uniform density throughout the star, but it definitely isn’t. If wewanted
to be more precise we would have to solve the Schrodinger equation repeatedly as we
went through the star with the different densities at different radii. But our assumptions
still brought is pretty close!

Subsection 2.15

Lecture 15: Black Body Radiation
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Comment What about bosons24 24Recall: bosons can share quantum
states

? How do we deal with bosons when Z ≫ N is not true?

2.15.1 Bosons

Like with Fermions, instead of thinking about particles, we think about quantum modes with
E = nε N = n. For bosons n goes from 0 → ∞

The Gibbs factor for a boson is therefore

e−n[ε−µ]/kT = (e−[ε−µ]/kT )n (2.131)

And we do the usual thing for Z and P (n)

P (n) 1
Z

e−n[ε−µ]/kT Z =
∞∑

n=0
(e−[ε−µ]/kT )n (2.132)

This can be evaluated with knowledge of infinite series
∑∞

0 xn = 1
1−x x < 1

Z = 1
1 − e−[ε−µ]/kT

(2.133)

And we can do some math to find n to get the Bose-Einstein distribution

Definition 13

nBE =
1

e
ε−µ
kT − 1

(2.134)

When plotted we find that oc-
cupation n heads towards in-
finity at ε = 1. This makes
sense since bosons can share
modes n, so they would like
to all be in the lowest energy
state

2.15.2 Black Body Radiation

A black body is a body where all incident light is absorbed; none is reflected. We care because
we observe that hot things glow – why?

An easy way to make a black body is to make a box with a small hole in it. The hole is
very black, since the light, once it leaves the hole, is not coming back. Ignoring the hole, the
energy density in the box can be found by the following procedure

1. Find all energy levels Es of all photons that could be in the box

2. Find the occupancy ns for these energy levels

3. Apply U =
∑

s Esns; sum over every state/mode
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Step 1: Find energy
Light in the box will take on the form of standing waves. From quantum mechanics we

can find their energies using

px = h

λx
E = |p|c (2.135)

So we will need their wavelengths, which by inspection25 is 25 Standing wave, closed on both ends...

λx = 2L

jx
⇒ px = jxh

2L
(2.136)

Where jx is an integer from 1 to ∞. E is trivial to find now and is just26 26 let j =
√

j2
x + j2

y + j2
z

E = |p|c = hc

2L

√
j2

x + j2
y + j2

z = jhc

2L
(2.137)

Step 2: Find occupancy
Since photons are bosons, the occupancy of quantum modes is described by the Bose-

Einstein distribution function (Eq. 2.134). We know ε, energy, for a photon but not the chemical
potential µ

By definition 27 28 µ = −T
(

∂S
∂N

)
U,V

27 T is the reservoir tempera-
ture
28 The partial denotes the
change in reservoir en-
tropy when photons are
added/removed while energy
and volume are kept constant

But photons are not conserved! So nothing about the reservoir actually changes when we
add a photo to the mode. So if the reservoir energy is constant, the reservoir’s entropy doesn’t
change at all when you add a photon to the subsystem – therefore µphoton = 0. 29

29 We do not need to ‘pay’
when we make a photon –
only need to pay for energy in
it

So, the Bose-Einstein distribution function which describes the occupancy in this system
Eq. 2.134 becomes (since µ = 0)

nλ = 1
eε/kT − 1

(2.138)

Step 3: Find total energy
Applying U =

∑
s En, we may build the following expression30

30 The 2 term is due to the
two polarizations of trans-
verse waves

U = 2
∞∑

jx=1

∞∑
jy=1

∞∑
jz=1

jhc

2L

1
ejhc/2LkT − 1

(2.139)

And we know everything in it! So we can actually find it. To make our lives easier, turn it
into an integral and use spherical coordinates

31 31 We do something sketchy
by changing the lower bound
to 0 but if we did the math we
would find that the value be-
tween 0-1 is really small and
negligible.

U = 2
ˆ ∞

jx=0

ˆ ∞

jy=0

ˆ ∞

jz=0

jhc

2L

1
ejhc/2LkT − 1

djxdjydjz

U = 2
ˆ ∞

j=0

ˆ π/2

jθ=0

ˆ π/2

jϕ=0

jhc

2L

1
ejhc/2LkT − 1

j2 sin θdjdθdϕ

(2.140)

Rewriting this in terms of ε = jhc
2L , we arrive at

U =
ˆ ∞

0

8πL3ε3

(hc)3eε/kT − 1
dε (2.141)

2.15.3 Making sense of it

We may pull the V = L3 term for simplicity

U

V
=
ˆ ∞

0

8πε3

(hc)3eε/kT − 1
dε (2.142)
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This shows the energy density of photos in an enclosed box with uniform wall tempera-
ture.

Figure 16. Light spectrum inside a box

Using a change of variables x = ε
kT we can write in a form with a nicer integral to solve

in order to find an expression for the energy density of light inside any sealed box

U

V
= 8π(kT )4

(hc)3

ˆ ∞

x=0

x3

ex − 1dx

´∞
x=0

x3
ex−1 dx= π4

15−−−−−−−−−−−→= 8π5k4

15(hc)3 T 4 (2.143)

And we observe that this will peak at x ≈ 2.82 which corresponds to εpeak ≈ 2.82kT and
vpeak ≈ kT

h
Now, what if we let the light out?
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Let’s poke an arbitrarily small hole into the box32 32arbitrarily small such that it keeps
the box arbitrarily black

. Thinking of the photons as rays instead
of waves now, we note that any photon leaving the hole must travel through the region c we
defined. With this we define the following:

• Ec:the energy in c right now

• P : probability of a photon in dc

The photons that are in c that escape are in region c for time dt , so the energy that escapes
per dt is EcP .

Ec = U

V
Vc ⇒ dEc = U

V
dVc energy in dc right now (2.144)

The volume differential is given by

dVc = (Rdθ) × (R sin θdϕ) × (cdT ) (2.145)

And so
dEc = U

V
dVc = U

V
cdtR22 sin θdθdϕ (2.146)

We are interested in the probability of a photon in dc escaping without bouncing first.
This would be the ratio of the area of the opening, viewed from θ to the area of the sphere
centered on dc

P(θ) = A cos θ

4πR2 (2.147)

The energy in dVc that escapes per unit time is given by the integral of PdEc

Eesc =
ˆ 2π

ϕ=0

ˆ π/2

θ=0

A cos θ

4πR2
U

V
cdtR2sinθdθdϕ = AU

4V
cdt (2.148)

And it is convenient to integrate again to get an expression for power to remove the unit-
time

P = Eesc

dt
= c

AU

4V
(2.149)

And if we divide through with area, we find that

P

A
= cU

4V
= 2π5k4

15h3c2 T 4 = σT 4 (2.150)

So if we have a box, and it is dark33 33and not reflective!, and it has a small hole in it, it is a light source that
emits light carrying power equal to σT 4 . Note how the luminosity grows extremely fast with
temperature. This turns out to be true for any black object, not just boxes with small holes in
them.

2.15.4 Example: Cosmic background radiation

The universe is always expanding. Also, because of how light has a finite speed limit, the
further away we look the further back in time we look. And since it is expanding, it is also
cooling. It also happens to be that the universe is transparent. But if we look far enough,
we can peek at when it wasn’t [transparent], i.e. when the universe was a plasma – which is
opaque and black! This sounds familiar – this plasma is a black body!

As it turns out we can look at it; this is the cosmic microwave background radiation. This radiation is extremely
red-shifted (Doppler shift) be-
cause of how the universe is
expanding
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Figure 17. Observed cosmic microwave background radiationmatches our model of black body radiation
perfectly

And here are some pictures of Prof. Netterfield’s balloons, which are a really cool low-cost
alternative conventional telescopes.

The pioneers used to ride
these babies for miles

Figure 18. Launch from Antarctica
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Figure 19. [very] enhanced image of the cosmic background radiation; lines up basically exactly with
what we predict

And with this the model that best fits is that the universe is about 70% dark energy, 25%
dark matter, and 5% normal matter, and that it is 13.7 billion years old. But the coolest result is
that this shows that the universe is geometrically euclidean. Prior, Euclid’s axioms of geometry
may or may not have been true for our universe, depending on its energy density; it was
not something that we could be absolutely sure about before. But now we know that, in our
universe, two parallel lines will remain parallel forever.

2.15.5 Example: Star formation

Figure 20. By taking images in bands, the temperature of interstellar dust can be determined (peaks are
determined by the temperature of the black body)
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And so we can trace where stars have recently been formed by finding the temperature of dust
in interstellar space

Subsection 2.16

Lecture 16: Debye Theory

Comment Grinding through some questions with both boson and fermion distributions

Recall the distributions for fermions and bosons:

nF D(fermion) =
1

e
ε−µ
kT + 1

nBE(boson) =
1

e
ε−µ
kT − 1

(2.151)

Today we will look into how we can actually calculate µ for a real-world system through
looking at the heat capacity of a metal.

Recall what we know about kinetic energy and heat capacity

Cv = ∂U

∂T V
U =

∑
s

εsn (2.152)

So we will need to list out all of the quantum modes, multiply it by the appropriate
distribution34 34Fermion or Boson, and then take derivative with respect of temperature.
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As it turns out there are two ways to store energy in a metal; as a Fermi gas in the con-
duction electrons, and the vibrational modes in the solid.

2.16.1 Fermi gas heat capacity

nF D =
1

e
ε−µ
kT + 1

(2.153)

At very low temperatures, nF D = 1 , up to ε = εf = µ. At T = 0 , 3h2

40m ( 3
πV ) 2

3 N5/3

So we can’t assume the curve that looks like a step function anymore, it would look more
like the green line (Fig. 15).

Recall particle in a box, ε = εo(n2
x + n2

y + n2
z) and εo = h2

8mV 2/3

To calculate U (which is the internal energy of the Fermi gas of the electrons) we need to
find all the quantum modes, and the sum over the energy in the quantum mode multiplied by
its occupation (n )

U =
∑

s

εsnF D = 2
∑
Nx

∑
Ny

∑
Nz

ε
1

e
ε−µ
kT + 1

(2.154)

Because N is large we can turn this into an integral use spherical coordinates

U =
∑

s

εsnF D = 2
ˆ ∞

0

ˆ π/2

0

ˆ π/2

0
ε

1
e

ε−µ
kT + 1

n2 sin θdndθdϕ (2.155)

And solving this integral we get

U(µ, T ) = π

2ε
3/2
o

ˆ ∞

ε=0

√
ε

e
ε−µ
kT + 1

dε (2.156)

This is a function of T , but we don’t know what µ is. We can solve for N to find N(µ, T )

N(µ, T ) =
∑

s

nF D = 2
∑
Nx

∑
Ny

∑
Nz

ε
1

e
ε−µ
kT + 1

. . . = π

2ε
3/2
o

ˆ ∞

ε=0

√
ε

e
ε−µ
kT + 1

dε (2.157)

So, since we know what N is, we would have to solve it numerically with a computer by
varying µ until the following function is true to our known values of N . So:

• Numerically solve N(µ, T ) for µ(T ), µ(T + ∆T )

• Numerically solve U(µ, T ) for T, ∆T

And then we can find Cv = ∆U
∆T and we find that at low T , heat capacity is simply pro-

portional to T ,

Cv = γT (2.158)

2.16.2 Vibrational mode heat capacity

In the past we used Einstein solids to model it. However this isn’t the best model since the
particles are not necessarily independent; in actuality the particles are coupled together and
the vibrations will propagate instead of being the independent harmonic oscillators we used
before – this looks like sound waves! Model this as acoustic waves.

We know that energy is given by ε = hf , so we can expand on it a bit to arrive at

ε = hcsn

2L
= εon (2.159)
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Where cs is the speed of sound.

What is reasonable for the highest frequency possible? We will say that the highest fre-
quency is based on the shortest wavelength, which is based on the interatomic spacing; so
approximately N

1
3

As it turns out, sound waves (phonons35 35These are bosons) have three polarizations; compression, trans-
verse, and spatial orientation. Transverse waves only have two polarizations.

U = 3
N1/3∑
nx=0

N1/3∑
ny=0

N1/3∑
nz=0

εnλ (2.160)

And then we do the integral thing, note that nλ = 1
eε/kT −1 , and try to turn them into

spherical integrals to make life better

U = 3
ˆ N1/3

nx=0

ˆ N1/3

ny=0

ˆ N1/3

nz=0
εnλ

1
eε/kT − 1

dnxdnydnz (2.161)

This can’t be done analytically, and we also can’t make it into a sphere since this this is
actually a cube.
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But if we do an evil approximation thing and pretend like it is a 1/8 of a sphere with the
same number of modes...we get at something that is alright at low temperatures

U = 3
ˆ Nmax

n=0

ˆ π/2

θ=0

ˆ π/2

ϕ=0
εn

1
eε/kT − 1

n2 sin θdndθϕ (2.162)

Where nmax = ( 6N
π )1/3

And then do some math which I am not going to write out

To find that

U = 9NkT 4

T 3
D

ˆ TD/T

0

x3

ex − 1dx (2.163)

And now basically we can basically just take two limits

• T ≪ TD :

U ≈ 9NkT 4

T 3
D

ˆ ∞

0

x3

ex − 1dx = 3π4

4
NkT 4

T 3
D

(2.164)

And so Cv = 12π4

5 ( T
TD

)3Nk

• T ≫ TD Assume x ≪ 1 and ex ≈ 1 + x

U ≈ 9NkT 4

T 3
D

ˆ ∞

0
x2dx = 3NkT 4

T 3
D

(TD/T )3 (2.165)

And so we get U = 3NkT and Cv = 3Nk

And so we can sum up the results from the Fermi gas derivation previously to form a nice
expression for Cv for metals at low temperatures

Cv = γT + 12π4Nk

5T 3
D

T 3 (2.166)

And it falls in line with experimental data as well!
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Subsection 2.17

Lecture 17: Bose-Einstein Condensates

We observe that bosons, when constrained to a small volume are cooled down enough, all take
on the same ground state.

If we think about a single particle and use Boltzmann statistics, we could write out the
Boltzmann factors like the following

ε = ε(n2
x + n2

y + n2
z) εo = h2

8mV 2/3

Z =
∞∑

nx=1

∞∑
ny=1

∞∑
nz=1

e(n2
x+n2

y+n2
z)εo/kT

⇒ P (1, 1, 1) = e−3εo/kT /Z

(2.167)

For a single particle at T = 100nK, V = 3 · 10−16m3 this converges by nmax = 100,
which results in Z = 1228 and P (1, 1, 1) ≈ 8 · 10−4 , which is a small chance (not what we
expect).

Instead let’s try this using distributions and occupation of quantum modes. Taking 2.134
There is a missing negative
here somewhere...
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nBE =
1

e
ε−µ
kT − 1

(2.168)

We just need to find µ, plug it in, and find the occupation. We know N ,

N =
∑

s

nBE =
∞∑

nx=1

∞∑
ny=1

∞∑
nz=1

1
e

ε−µ
kT − 1

(2.169)

So we can solve numerically with a computer program and find that for N = 10000, T =
100nK , µ = 2.56952×10−32 For this the occupancy of the ground state is 7206, or about 72%
of them, so Bose condensates should form! This is an interesting property of bosons; when
only one particle is present, it is unlikely that it is in the ground state, but when we have many
particles, it is very likely for many of them to be in the ground state. So, Bose condensates
should, and do36 form. 36 experimentally
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Comment A few useful things from before reading week:

• εo: permittivity of free space

• εr : relative permittivity of the material

• ε is the actual permittivity of the material

And the three are related by

εr = ε/εi (3.1)

The D⃗ field is defined as

D⃗ = εoE⃗ + P⃗ (3.2)

Noting that for a linear, isotropic37 37isotropic: identical in all directionsmaterial

D⃗ = εoE⃗ + P⃗

linear, isotropic−−−−−−−−→= εoE⃗(1 + χe)

= εoεrE⃗ = εE⃗
(3.3)

In free space the generalized Gauss’s law is given by

∇⃗ · E⃗ = ρp

εo

˛
s

E⃗ · ds⃗ = Qend

εo
(3.4)

And through a medium it is given by
This note ρv ; this is for a vol-
ume charge density∇⃗ · (εoE⃗ + P⃗ )︸ ︷︷ ︸

D⃗

= ρv (3.5)

When working with surface charge densities we have the following expressions

an · (D⃗1 − D⃗1) = ρs (3.6)

Which leads us to the following fundamental postulates of electrostatics, in integral and
differential form38 38P⃗ is the polarization vector

∇⃗ · D⃗ = ρv ⇔
˛

s

D⃗ · ds⃗ = Q (3.7)

50
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∇⃗ × E⃗ = 0 ⇔
˛

l

E⃗ · d⃗l = 0 (3.8)

P⃗ is the measure of polarization in a dielectric material when in an electric field. It can be
thought of as the electric dipole moment induced in the material per unit volume.

P⃗ = lim
∆v→0

∑n
k=1 ∆vP⃗k

∆v
[ C

m2 ] (3.9)

E⃗ = εoχeE⃗ (3.10)

Voltage in differential and integral forms:

V =
ˆ

l

E⃗d⃗l E⃗ = −∇⃗V (3.11)

And here is a really nice summary of vector calculus things

Figure 21. source

Subsection 3.1

Lecture 15: Boundary Conditions for Dielectrics

Remark Recall, at a conductor/free-space interface, E+ = 0, En = ρs

εo

Consider an interface between two generic dielectrics (Fig. 22).

Theorem 11 ˛
c

E⃗ · d⃗l = 0 (3.12)

http://furqaanyusaf.com/notes/vectors/stokes-apply
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Figure 22. Dielectric interface

Intuition The two integrals parallel to the dielectrics will cancel out, and so will those perpendicular.
This implies that the tangential component of the E⃗ field is continuous across the bound-

ary,

E1t = E2t (3.13)

However we get a bit of a different result when working in 3 dimensions where the inter-
face is a surface instead of a line.

Theorem 12 ˛
S

D⃗ · ds⃗ = ρS∆ → (D⃗1 − D⃗2) · a⃗n2 = ρS (3.14)

an denotes normal component

Note: D⃗ = εoE⃗ + p⃗ = . . . εE⃗

Proof As ∆h → 0

˛
S

D⃗ · ds⃗ =
ˆ

top

D⃗1 · ds⃗ +
ˆ

bottom

+D⃗2 · ds⃗

= D⃗1 · a⃗n2∆S + D⃗ · a⃗n1∆S

= D⃗1 · a⃗n2∆S − D⃗ · a⃗n2∆S

= ρS∆S

(3.15)

Solving these problems usually involves finding the tangential and normal components
through Eq. 3.13 and 3.14 then applying Pythagoras.

Subsection 3.2

Lecture 16: Capacitors

Definition 14 A capacitor is a device consisting of two isolated conductors for storing energy in the form of
electrostatic potential energy. An isolated conductor can also have "capacitance" if the other
conductor is far away. The charge of a capacitance refers to the charge on one conductor.
The energy stored in a capacitor is equal to the energy it takes to charge a capacitor from a
discharged state to a charged state.
A capacitor’s capacitance39 39Capacitance is actually independent

of Q and V and is dependent only on
the physical attributes of [the capaci-
tor]

is defined as
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C = Q

V
(3.16)

And has units [C] = C
V F [Farads]

Capacitance is calculated as follows

1. choose a coordinate system

2. Assume +Q/ − Q on the conductors

3. Find E⃗ from Q distribution

4. Find VAB =
´ B

A
E⃗ · d⃗l where A carries the negative charge and B carries positive.

5. Apply C = Q
V

Subsection 3.3

Lecture 17: Electrostatic Potential Energy

Remark Capacitors store energy because it takes energy to arrange charges in a particular way, i.e.
separating positive and negative charges

1. How can we calculate the energy stored in a charge distribution?

2. How is this energy related to field quantities D⃗&D⃗ ?

Consider two point charges Q1 and Q2

Assume Q1 was there first and Q2 is brought from ∞ → R⃗2.
Potential at R⃗2 due to the field
of Q1W2 = Q2VR⃗2

(3.17)

And same vice-versa for Q2
Potential at R⃗1 due to the field
of Q2W1 = Q1VR⃗1

(3.18)

Then the expressions for voltage may be built to get an expression for work just in terms
of Q, R

VR⃗2
= Q1

4πε|R⃗2 − R⃗1|
VR⃗1

= Q2

4πε|R⃗1 − R⃗2|
(3.19)

W2 = Q2Q1

4πε|R⃗2 − R⃗1|
(3.20)
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But W2 = Q1 · VR⃗1
= Q2VR⃗2

, so
Note the subscripts on R⃗

W2 = 1
2

(
Q2Q1

4πεo|R⃗2 − R⃗1|
+ Q2Q1

4πεo|R⃗1 − R⃗2|

)
(3.21)

What if we introduced a third point chargeQ3 and brought it from∞toR⃗3? The additional
energy required is

∆W = Q3VR⃗3
= Q3

(
Q2Q1

4πεo|R⃗3 − R⃗1|
+ Q2Q1

4πεo|R⃗3 − R⃗2|

)
(3.22)

And then the total energy becomes

W3 = W2 + ∆W

= 1
2(Q1

(
Q2

4πεo|R⃗1 − R⃗2|
+ Q3

4πεo|R⃗1 − R⃗3|

)

Q2

(
Q1

4πεo|R⃗2 − R⃗1|
+ Q3

4πεo|R⃗2 − R⃗3|

)

Q3

(
Q1

4πεo|R⃗3 − R⃗1|
+ Q2

4πεo|R⃗3 − R⃗2|

)
)

= 1
2 [Q1V1 + Q2V2 + Q3V3]

(3.23)

Theorem 13 In general, the interaction energy is

We = 1
2

N∑
k=1

QkVk = 1
2

N∑
k=1

Qk ( 1
4πεo

N∑
j=1,j ̸=k

Qj

|R⃗k − R⃗j |
)︸ ︷︷ ︸

Vk

(3.24)

Note:

1. We can be negative

2. The expression here is only about interaction energy, not counting the energy to as-
semble the charges.

Subsection 3.4

Lecture 18: More on Energy and Capacitors

Remark Recall, the potential energy stored in the system is given by

We = 1
2

ˆ
v′

ρvV (R⃗)dv′ = 1
2

ˆ
R3

D⃗ · E⃗dv Can extend v’ to entire space(3.25)

Applying generalized gauss’s law and performing an integral across the space we find that
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R⃗
v′

dv′

ρv

We = 1
2

ˆ
v′

ρvV (R⃗)dv′

= 1
2

ˆ
v′

(∇⃗ · D⃗)V (R⃗)dv′

= 1
2

ˆ
v′

∇⃗ · (D⃗V )dv′ − 1
2

ˆ
v′

∇⃗ · D⃗V dv′ Apply divergence thereom

= 1
2

˛
S′

D⃗V · ds⃗ + 1
2

ˆ
V ′

D⃗ · E⃗dv′

The first term → 0 as R → ∞⇒ We = 1
2

ˆ
v

D⃗ · E⃗dv

(3.26)

Therefore the energy density can be defined as

Definition 15 Given energy density we with units [J/m3]

We =
ˆ

v

wedv we = 1
2D⃗ · E⃗ (3.27)

Remark Things to know about capacitors

• Stacking them puts them in series. This looks like the inverse of resistors, i.e.

1
C

= 1
C1

+ 1
C2

. . . (3.28)

• Putting them besides each other puts them in parallel.

C = C1 + C2 . . . (3.29)
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Subsection 3.5

Lecture 19: Poisson’s Equation & Uniqueness Theorem

Comment Previously we worked with problems like ‘Given a charge density ρ, find D⃗, E⃗, V ’. However
a more typical problem we may face in the real world is: ‘Given a charge distribution and
potential known at some points, how can we find the fields?’

Definition 16 Poisson’s Equation
∇2V = −ρ

ε
(3.30)

Which is derived by substituting the definition of D⃗, Eq. 3.3 and Eq. 3.11 into the differential
form of Gauss’s law, Eq. 3.7:

∇⃗ · (ε(−∇⃗V )) = ρ (3.31)

And for no charge or ρv = 0, we have a special case40 40This is often found in non-charge-
surface areas, e.g. between capacitor
plates

: the ‘Laplace equation’

∇2V = 0 (3.32)

Using this we can solve for potential as a boundary value problem. For a surface S en-
closing a volume v with ρv , solving the following gives us the potential difference V inside v
. {

∇ · (ε∇V ) = ρv in v

Vs = Vo

(3.33)

Theorem 14 Uniqueness Theorem: There is only one solution to Poisson’s equation41 41of which the Laplace equation is a
special case

for a given set
of sources and boundary conditions

Subsection 3.6

Lecture 20: Method of Images

Remark TLDR: Add imaginary charges such that the field lines meet perpendicular to the planes/lines
of interest. Note that this operates on individual charges, not dipoles.
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d Q

y

conductor V = V0

d

y
Q

Q

Equal potential plane

-d

And for the upper-half space (y > 0) the two cases have the same source distribution and
the same boundary condition on the conducting surface.

Example A charge Q is at (d1, d2) relative to two conductor walls. Find force on charge Q due to
induced charges on conductor surfaces.

d1

d2 Q

V = 0

(3.34)

We have to be careful about where to put these virtual charges. They are arranged this way
so that there is a right angle at the conductors; that’s why we don’t just put a single charge
in the bottom left quadrant.
The force can be found as follows:

F⃗ = Q

4πε

[
−Q

2d2
1

x̂ + −Q

2d2
2

ŷ + Q(2dxx̂ + 2d2ŷ)
[(2d1)2 + (2d2)2]3/2

]
(3.35)

3.6.1 Currents

There are a few types of currents:
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• Conduction current: In conductors and semiconductors due to the motion of e− and
holes h 42 42 We will primarily focus on

conduction currents• Electrolytic current: motion of ions in solutions

• Convection current: motion of e− or ions in vacuum
In conductors and semiconductors the free charge is

e = 1.6 × 10−19C (3.36)

In the presence of an external field E,{
E⃗ = 0 random motion of free charges, current = 0
E⃗ > 0 µ⃗e = −µoE⃗43 43µ⃗ = average drift velocity, µ = mobil-

ity

(3.37)

Typical µ⃗e is very slow: ≈
10−510−4 m

s
Definition 17 General integral form for current

I =
ˆ

S

ρeµ⃗e · ds⃗ (3.38)

Proof Current is the amount of charge through a surface S per unit time
dS⃗ = a⃗ndS
The free charge in the volume of

µ⃗ · a⃗ndtdS (3.39)

Will pass S in dt time

dq = −Neeµ⃗e · a⃗ndtds (3.40)

The change in current volume
is the number of electrons per
unit volume times volume

Apply definition of current

dI = dq

dt
= −Neeµ⃗e · ds⃗ = ρeµ⃗e · ds⃗ (3.41)

And integrate!

I =
ˆ

S

ρeµ⃗e · ds⃗ (3.42)

This integral form can be a little awkward to work with so we define current density J

Definition 18 Define current density to be J⃗ such that

I =
ˆ

S

J⃗ · ds⃗ (3.43)

And therefore the volume current density J⃗ with units A
m2

J⃗ = ρeµ⃗e (3.44)

• J⃗ is a vector and direction is the same as µ⃗e and is a point function

• I is a scalar and is not a point function
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Now ohm’s law can be defined more rigorously in point/microscopic form

J⃗ = ρeµ⃗e = −ρoµeE⃗

⇒ J = σE⃗
(3.45)

σ denotes conductivity

Subsection 3.7

Lecture 21: Joule’s Law and Resistance

Comment Previously we discussed perfect conductors. But what if that was not the case?

Theorem 15 Joule’s Law

P =
ˆ

v

dp =
ˆ

v

E⃗ · J⃗dv (3.46)

Intuition: Work done by E-field is turned into kinetic energy of e− and produces heat

Proof Work done by E field on one e−: ∆W = −eE⃗∆l
Power per unit time: p = ∆W

∆t = −eE⃗ ∆l
∆t = −eE⃗ · µ⃗e Recall: µ is the average drift

velocity
dp = Ne(−e)E⃗ · µ⃗edv = ρvE⃗ · dv ⇒ dp = E⃗ · J⃗dv (3.47)

Therefore the dissipated power density dp
dv = E⃗ · J⃗

And then one can integrate over the volume to find the total dissipated power; joule’s law
Recall: ρvµ⃗e = J⃗

P =
ˆ

v

dp =
ˆ

v

E⃗ · J⃗dv (3.48)

Noting that we can take the volume integral with respect to a surface and a length, i.e.
dv = dlds, we can write this integral as

P = (
ˆ

l

E⃗ · d⃗l)︸ ︷︷ ︸
voltage drop

(
ˆ

S

J⃗ · ds⃗)︸ ︷︷ ︸
current

(3.49)

This enables us to define resistance R.

Definition 19 Resistance

R = V

I
=
´

l
E⃗ · d⃗l´

S
J⃗ · ds⃗

=
´

l
E⃗ · d⃗l´

S
σE⃗ · ds⃗

(3.50)

Resistance is independent of the voltage and current that passes through it and instead is
dependent on the physical properties of the resistor

Example For example, assuming uniform E⃗, J⃗ ,

R =
´

l
E⃗ · d⃗l´

S
J⃗ · ds⃗

= El

σE · S
= l

σS
(3.51)

Observe that resistance is proportional to the resistor length and dimensions l, S as well as
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the material properties σ. This makes intuitive sense,
no?

The steps to calculate resistance are as follows:

1. Choose coordinate system

2. Assume Vs: potential drop between terminals

3. Find E⃗ fromV . This can get complicated; need to start with the Laplace equation∇2V =
0 and solve for E⃗ everywhere using the fact that E⃗ = −∇V

4. Find current: I =
´

S
J⃗ · ds⃗ =

´
S

σE⃗ · ds⃗

5. Apply definition R = V
I

Subsection 3.8

Lecture 22: Continuity Equation & BC for current density

Definition 20 The current leaving the re-
gion is the total outward flux
of the current density vector
through a surface S. Recall:
flux is a vector field through
a surface, i.e.

´
S

F⃗ dS where
S is a surface and F⃗ a vec-
tor field. Often this can be
solved with the help of the di-
vergence theorem

The continuity equation is just an extension of the principle of conservation of charge, i.e.
that charge cannot be created nor destroyed. As such it describes the flow of current and
charge through the surface of a differential volume element, stating that the flow of charge
out of the volume must equal the decrease in charge in the volume and vice-versa.

Iout =
˛

s

·ds⃗ = −dQ

dt
= − d

dt

ˆ
v

ρdv (3.52)

Or in differential form,
∇ · J = −∂ρ

∂t
[ A

m3 ] (3.53)

• Iout : current out of the volume

• − dQ
dt : rate of change in charge inside the volume

Proof ˛
s

J⃗ · ds⃗
divergence theorem−−−−−−−−−−→

ˆ
v

∇⃗ · J⃗dv = −
ˆ

v

∂ρ

∂t
dv (3.54)

Partial differentiation is used now because the charge density ρ can be a function of time
as well as space.

Recall: the divergence theorem is a mathematical statement of the physical fact that, in
the absence of the creation or destruction of matter, the density within a region of space can
change only by having it flow into or away from the region through its boundary44 44https://mathworld.

wolfram.com/
DivergenceTheorem.html

˚
V

(∇ · F )dV =
‹

S

(F · n)dS (3.55)

We may then extend on the work done in 3.54 to find

∇ · J = −∂ρ

∂t
[ A

m3 ] (3.56)

For a steady current the
charge density is time-
constant therefore ∇ · J = 0.

In steady state this gives Kirchhoff’s current law;∑
j

Ij = 0 (3.57)

https://mathworld.wolfram.com/DivergenceTheorem.html
https://mathworld.wolfram.com/DivergenceTheorem.html
https://mathworld.wolfram.com/DivergenceTheorem.html
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Nowwe are prepared to answer the question: how long does it take for the circuit to enter
a steady-state condition?

∇⃗ · J⃗ = −dρ

dt
(Eq. 3.53)

J⃗ = σE⃗ (Eq. 3.45)

→ ∇⃗ · σE⃗ = −dρ

dt
ρ

ε
σ = −dρ

dt
D = εE⃗ =⇒ ∇⃗ · E⃗ = ρ

εˆ
σdt = −ε

ˆ 1
ρ

dρ

=⇒ ρ = ρoe−σ t
ε

(3.58)

And if we define τ = ε
σ , we now have an expression for the relaxation time, or the time to

which it takes to reach steady-state. For a good conductor45, the transient time is super brief; in 45 large σ, ε ≈ εo

the attosecond region. This means that ρ can be considered zero in the interior of a conductor.
As for a good insulator the relaxation time tends to be in the order of hours or days.

When solving problems at steady state the boundary conditions to apply are:

1. ∇⃗ · J⃗ = 0

2. ∇⃗ × J⃗
σ = 0

As we know that the normal component of a divergence-less vector field is continuous,
from 1) above we get J1n = J2n. Likewise the tangential component of a curl-free vector field
is continuous, therefore from 2) we arrive at J1t

J2t
= σ1

σ2

Section 4

Electromagnetism

Subsection 4.1

Lecture 23: Static Magnetic Fields

Whereas electric fields are
conservative, magnetic fields
are non-conservative in the
presence of currents or time-
varying electric fields
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Figure 23. Magnetic fields. Note that there can be no magnetic monopoles and that magnetic field lines
are continuous. Direction can be given by the right-hand-rule, i.e. for a current point thumb in direction
of current and then the curl of fingers will give direction of magnetic field.

B⃗, [ m
C m

s
= T ] is the mag-

netic flux density, and H⃗ is
the magnetic field intensity. µ⃗
gives the velocity of the mov-
ing charge

A test charge q in a magnetic field B⃗ is given by

Fm = qµ × B⃗ (4.1)

And the total electromagnetic force in a charge q is then given by

Definition 21 Lorentz Force Equation

F = Fe + Fm = q(E⃗ + µ × B⃗) (4.2)

In order to study steady magnetic fields in free space we are only concerned with the
magnetic flux density B⃗.

Theorem 16 Two fundamental postulates for magnetic fields in free space:

∇⃗ · B⃗ = 0 (4.3)

∇⃗ × B⃗ = µoJ⃗ (4.4)

Where µo = 4π × 10−7[ H
m ]) is the permeability of free space.

Extending upon that we note
that the divergence of the curl
of a vector field is zero so
therefore manipulating Eq. 4.4
can result in the familiar ex-
pression ∇⃗ · J⃗ = 0 which we
found in the previous lecture

Taking the volume integral of Eq. 4.3 and applying the divergence theorem we find that
˛

s

B · ds = 0 ⇔ ∇⃗ · B⃗ = 0 (4.5)

This further affirms that isolated magnetic charges cannot exist; there are no magnetic
flow sources and magnetic flux lines always close upon themselves. Eq. 4.5 states that the total
outward flux through any closed surface is 0.
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If we integrate over both sides of Eq. 4.4 and then apply Stoke’s theorem we arrive at
Ampere’s circuital law

ˆ
s

∇ × B⃗ds⃗ =
ˆ

µoJ⃗ds⃗ =⇒
˛

c

B⃗d⃗l = µoI︸︷︷︸
Current enclosed by path

(4.6)

Which states that the circulation of the magnetic flux in free space is equal to µo times to
total current flowing through the surface. It is useful in determining B⃗ caused by I given a
closed path around the current with constant magnitude of B⃗

4.1.1 Magnetic Vector Potential

We assume B⃗ to be divergence free46, therefore B⃗ can be expressed as the curl of another 46 ∇ · B⃗ = 0
vector field A⃗, the vector magnetic potential

B⃗ = ∇ × A⃗ [Wb

m
] (4.7)

With this and some math-foo we get

Definition 22 Vector Poisson’s Equation
∇2J⃗ = −µoJ⃗ (4.8)

Comment Recall: the vector Poisson equation is relatable to the Poisson equation (Eq. 3.30)from elec-
trostatics. The Poisson equation had solutions of the form

V = 1
4πεo

ˆ
v′

P (R⃗′)
|R⃗ − R⃗′|

dv′ (4.9)

Similar to the Poisson equation the vector Poisson equation has solutions of form

A⃗(R⃗) = µo

4π

ˆ
v′

R⃗(R⃗′)
|R⃗ − R⃗′|

(4.10)

Noting that J⃗ → A⃗ → B⃗ = ∇⃗ × A

Subsection 4.2

Lecture 24: Biot-Savart Law

In most cases we are concerned with currents in wires.
For a thin wire with cross-sectional area S, dv′ = Sdl′, so along the wire we have

J⃗dv′ = JSdl′ = Idl′ (4.11)

Plugging this into the vector Poisson equation solution (Eq. 4.10) we find that, along the
wire,

A⃗(R⃗) = µo

4π

ˆ
L′

Id⃗l

|R⃗ − R⃗′|
(4.12)

And if we take B = ∇⃗ × A⃗ and do some math we arrive at the Biot-Savart law, which is
comparable to Coulomb’s law. Note the difference in that the bottom |R⃗ − R⃗′| term which is
cubed for Biot-Savart and squared for Coulomb.



Electromagnetism Lecture 25: Biot-Savart Examples 64

Definition 23 Biot-Savart Law

B⃗(R⃗) = µoI

4π

˛
c′

d⃗l × aR⃗−R⃗′

|R⃗ − R⃗′|3
(4.13)

A procedure for solving problems with the Biot-Savart law is as follows

1. Choose a coordinate system

2. Write an expression for d⃗l

3. Write expressions for R⃗, R⃗′

4. Write out Biot-Savart Law (Eq. 4.13) and evaluate the integral

Subsection 4.3

Lecture 25: Biot-Savart Examples

No notes for this lecture.

Subsection 4.4

Lecture 26: Ampere’s Law

Definition 24 Ampere’s Law

∇⃗ × B⃗ = µoJ⃗ ⇔
˛

c

B⃗d⃗l︸ ︷︷ ︸
closed line integral around Amperion loop

= µoI︸︷︷︸
net current enclosed by loop

(4.14)

Notes:

• Don’t confuse B⃗ field direction with the direction of the loop; it is independently
specified

• Net current enclosed by loop depends on the loop direction

Amperion
Loop

I1
I2

I3

In the example above the integral is, using right hand rule for the direction,
˛

c

= B⃗d⃗l = (I1 + I2 − I3)µo
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Subsection 4.5

Lecture 27: Ampere’s Force Law, Magnetic Torque

Consider an uniform B⃗ field. The force on a charge dq that will pass through a cross-section
of the wire in dt time is given by

d⃗F = dqµ⃗ × B⃗ = dq
d⃗l

dt
× B⃗ = Id⃗l × B⃗ (4.15)

Integrating we arrive at the following:

F⃗m = qµ⃗ × B⃗ ⇔ dF⃗m︸ ︷︷ ︸
moving charge in B⃗ field

= Id⃗l × B⃗ ⇔ F⃗m︸ ︷︷ ︸
current in a wire in B⃗ field

= IL⃗ × B⃗︸ ︷︷ ︸
uniform B⃗ along L and constant direction (along L ) dL⃗ × B⃗

(4.16)

Definition 25 Ampere’s Force Law
Consider two loops C1, C2 which carry currents I1, I2. To find the total force F⃗12 exerted
on C2 due to the B⃗1 field caused by the current in C1 we can just do an integral.

F⃗12 =
˛

C2

dF⃗12 =
˛

C2

I2dl⃗2 × B⃗1(R⃗2) (4.17)

And if we were to repeat this with the other side we would find that F⃗12 = −F⃗21
Extending on this, we may define magnetic torque to be the torque exerted by a magnetic
field which tries to align the normal vector of a loop of current with the magnetic field.

T⃗ = m⃗ × B⃗ (4.18)

4.5.1 Magnetic Dipole

Im⃗

Given a small loop current, we have a magnetic dipole. In this case the magnetic dipole is
pointing out of the page47 47Right hand rule, curl fingers in cur-

rent direction

m⃗ = Iπb2
areaa⃗z (4.19)

If we put this in an external magnetic field, for example for a B⃗ out of the page (same
direction as the magnetic field), the forces experienced by every dl of the wire carrying the
current will face outwards, i.e. having no torque. If the B⃗ field is from left to right, the left and
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right sides of the wire will experience forces, namely one going outside of the page on the left
side and into the page on the right. This would cause a torque until the loop is aligned with
the magnetic field.

For example,

d⃗l = bdϕa⃗ϕ

dF⃗m = Id⃗l × B⃗

= Ibdϕ(− sin θa⃗x + cos ϕa⃗y) × Ba⃗x

= IBbcosϕdϕ(−a⃗z)

⇒ dT = r⃗ × dF⃗m

= ba⃗r × dF⃗m

= IBb2[cos2 ϕdϕa⃗y − sin ϕ cos ϕdϕa⃗x]

(4.20)

And just do an integral to find the torque

T⃗ =
ˆ

dT⃗ = IBb2
ˆ 2π

o

[cos2 ϕdϕa⃗y − sin ϕ cos ϕdϕa⃗x] = IBb2πa⃗y (4.21)

Noting that πb2 is the area, which multiplied by I is the magnitude of the magnetic mo-
ment. So it is also

= B · |m⃗|a⃗y (4.22)

And from this one can sort of see that this is an alternative proof of what we found earlier
(Eq. 4.18) [this isn’t really a formal proof or anything] that magnetic torque is given by

T⃗ = m⃗ × B⃗ (4.23)

The magnetic potential and magnetic field are related to the dipole by

A⃗(R) = µom⃗ × a⃗r

4πR2 (4.24)

These are comparable to volt-
age and electric fields in elec-
trostatics

B⃗(R) = µo|m⃗|
4πR3 (2 cos θa⃗R + sin θa⃗θ) (4.25)

Subsection 4.6

Lecture 28: Magnetization

Intuition:

• Atoms can bemodelled bymagnetic dipoles, since we can48 think of them as little current 48 crudely
(electron) loops around a nuclei.

• These atoms are randomly oriented in the absence of a magnetic field

– No net magnetic dipole moment

• In the presence of a magnetic field, each atom will experience a magnetic torque

• The magnetic torque will cause the dipoles to orient uniformly such that they are all
aligned with the B⃗ field.

• These now-aligned dipoles will contribute to the magnetic field
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Definition 26 Magnetization Vector M⃗

M⃗ = lim
∆ν→0

∑n∆V
k=1 m⃗k

∆ν
(4.26)

• M⃗ is the volume density of the magnetic dipole moment (point function)

• The top of the fraction is the sum of all microscopic dipoles in a small volume

• n∆V is the total number of atoms in the volume, n being the # of atoms per unit
volume

However this isn’t super practical in well, practice.

Consider a volume v′. In this volume we have a small volume dv′, which has a magneti-
zation vector M⃗(R⃗′) . We are concerned with the contribution to A⃗ and B⃗ from dm⃗.

The idea is that dm⃗ = M⃗dv′ produces magnetic vector potential which we can find using
Eq. 4.24

dA⃗ = µoM⃗ × a⃗R

4π|R⃗ − R⃗′|2
dv′ (4.27)

As it turns out, a⃗R

4π|R⃗−R⃗′|2 = ∇⃗′(R⃗ − R⃗′|−1)
So we can make this more complicated expression that has an interesting physical inter-

pretation

dA⃗ = µo

4π

[(
∇⃗′ × µ⃗

|R⃗ − R⃗′|

)
dv′ +

(
−∇⃗′ × M⃗

|R⃗ − R⃗′|

)
dv′

]
(4.28)

And this is just two volume integrals with which we can apply Stoke’s theorem

A =
ˆ

dA⃗

= µo

4π

[ˆ
v′

(
∇⃗′ × µ⃗

|R⃗ − R⃗′|

)
+
˛

s′

(
M⃗ × a⃗′

n

|R⃗ − R⃗′|

)
ds′

]
(4.29)

The first term of which can be interpreted as the vector potential produced by a volume
current density

J⃗m = ∇ × M⃗ [ A

m2 ] (4.30)

The second term can be seen as the vector potential produced by a surface current density

⃗Jms = M⃗ × a⃗′
n [ A

m
] (4.31)

These are called ‘equivalent magnetization current densities’ since there is no real cur-
rent flowing; they arise as result of the material being magnetized. So we could calculate and
construct a equivalent magnetization current to inspect magnetization behaviour.

Subsection 4.7

Lecture 29: H⃗ field and relative permeability
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Comment In the past when we worked with electric fields inside materials we worked with a new field
D⃗ so that our math would not be encumbered [as much] by the induced fields. The H⃗ field
does the same but for magnetic fields.

Recall, in free space we have Gauss’s law

∇⃗ · B⃗ = 0 (4.32)

And Ampere’s law

∇⃗ × B⃗ = µoJ⃗ (4.33)

In a material that has been magnetized, we have the equivalent current density49 49 Today I realized that I
should be using \curl in-
stead of \vec \nabla so
I will be remembering to use
them now

Jm = ∇ × M⃗ (4.34)

Therefore

∇ × B⃗ = µo(J⃗ + J⃗m) = µoJ⃗ + µo∇ × M⃗ (4.35)

And doing some manipulation we get

J⃗ = ∇ ×
(

B⃗

µo
− M⃗

)
(4.36)

So we now have a quantity that only depends on the real current density, which is conve-
nient.

Definition 27 Magnetic Field Intensity H⃗

H⃗ = B⃗

µo
− M⃗

[
A

m

]
(4.37)

Which gives us generalized Ampere’s law for magnetostatics

∇ × H⃗ = J⃗ (4.38)

And in integral form,
ˆ

S

(∇ × H⃗)dS =
ˆ

S

J⃗dS = I
stokes theorem−−−−−−−−→=

˛
C

H⃗ · d⃗l = I (4.39)

It is also worthwhile noting that Eq. 4.37 can be rewritten as

B⃗ = µoH⃗ + µoM⃗ (4.40)

Also, in a linear isotropic material50 50 which is all we’re dealing
with in this course anyways

M⃗ = χmH⃗ (4.41)

Where χm is unitless magnetic susceptibility51. 51 Like the electric susceptibility we
covered in electrostaticsTherefore

B⃗ = µoH⃗ + µχmH⃗ = µo(1 + χm)H⃗ (4.42)

If we let relative permeability µr = 1 + χm, then This looks basically identical
to how D⃗ fields work in elec-
trostatics
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B⃗ = µoµrH⃗ = µH⃗ (4.43)

Where µ is the absolute permeability
A general sequence for how we can solve a lot of problems related to these concepts is as

follows

1. Knowing I , find H⃗

2. Using the material properties, find B⃗

3. Using H⃗, M⃗ , can find M⃗

4. Take the curl of M⃗ to find the equivalent volume current density J⃗m

5. Cross-product J⃗m with surface normal to find the surface equivalent current density
⃗Jms

4.7.1 Magnetic Materials

• Most materials are not magnetizable, i.e. µr ≈ 1 .

• Paramagnetic materials, i.e. µr ⪆ 1. µr = 1 + χm, for paramag-
netic χm ≈ 10−5

• Diamagnetic µr ⪅ 1, interesting since would actually flip the other way than a regular
magnetic material. But effect is usually minimal

• Ferromagnetic µr ≫ 1 e.g. iron, cobalt, nickel, etc. χm ≈ 103

– Highly temperature dependent; there is a curie temperature, above which a magnet
will become paramagnetic. So heating a material can cause demagnetization.

Ferromagnetic materials are unique in that they have been experimentally confirmed to
be composed of many small52 domains that are fully magnetized together but relative to [other 52 micron to mm scale
domains], scattered. These domains are separated by domain walls of about 100 atoms. When
an external field is applied to the material the walls move as to increase the size of the domains,
increasing magnetic flux density. This is reversible for weak fields, but for larger fields it
irreversible and the domains will rotate in the direction of the B⃗ field, resulting ‘hysteresis’ in
magnetization lagging behind the field producing it.
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Figure 24. Hysteresis loop in B − H plane for ferromagnetic material

Subsection 4.8

Lecture 30: Boundary conditions for magnetic fields

Given an interface between two materials with different permeabilities,
The normal component can be inspected by taking Gauss’s law (Eq. 4.5)

When ∆h → 0 B⃗2 · a⃗n1∆S + B⃗1 · a⃗n2∆S = 0 (4.44)
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Which implies that the normal component of the B⃗ field is continuous.

B1n = B2n (4.45)

And in a linear isotropic material

µ1H1n = µ2H2n (4.46)

As for the tangential component, we can use Ampere’s law (Eq. 4.14)
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Figure 25.

˛
c

H⃗ · d⃗l = I ⇔ ∇⃗ × H⃗ = J⃗ (4.47)

So when ∆h → 0, H1t∆W − H2t∆W = ∆WJs When h becomes small there
can only be a surface currentSo in scalar and vector form,

H1t − H2t = Js ⇔ a⃗n2 × (H⃗1 − H⃗2) = J⃗s (4.48)

Note: if σ1, σ2 are finite (i.e. real physical material), Js = 0 so H1t = H2t. This would
only not be in the case in perfect conductors that are magnetic or superconductors.

Table 1. Summary of boundary condtions
Electrostatics Magnetostatics

Continuous at interface E1t = E2t B1n = B2n

(∇⃗ × E⃗ = 0) ∇⃗ · B⃗ = 0
H1t = H2t (for finite σ)

µ1H1n = µ2H2n

Non-continuous at interface a⃗n2 · (D⃗1 − D⃗2) = ρs a⃗n2 · (H⃗1 − H⃗2) = J⃗s

∇ × D⃗ = ρ ∇⃗ × H⃗ = J⃗
Current densities J1n = J2n

∇⃗J = 0 (under steady state)
J1t

J2t
= σ1

σ2

∇⃗ × ( J⃗
σ ) = 0

Review 1

4.8.1 Magnetic Circuits

We may think of magnetic systems as analogous to electric circuits.
Given a magnetic core, which is some material which has a much larger than that of the
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surrounding space µc ≫ µo which will confine B⃗ very well, making it behave like a current
so to speak53. 53 Current is analogous to the B⃗ field,

the integral of which gives themagnetic
flux Φm

Table 2. Electric vs Magnetic Circuits
Electric Magnetic

Voltage V (electromotive force) Vm = N · I (magnetomotive force)
Current I Φm magnetic flux

Resistance R R reluctance (resistance to letting a B⃗ field through)

An example of where this magnetic circuit model can be useful is for doing magnetic tape
data storage. Or for modelling transformers which scale a voltage up and down through a B⃗
field and two coils. Adding a third coil makes it a three-phase transformer. We will discuss
transformers more later.

Subsection 4.9

Lecture 31: Inductance

Figure 26. Modelling magnetic circuit with electric circuit

Recall Table 2 that we map current to flux 54. Reluctances can can be built up as a function 54 sum of fluxes at node must
be 0 (like current)of the material and the surroundings. Coils are modelled as voltage sources of magnitude NI

with polarity + → - in direction opposing the B⃗ field 55 55 Right hand rule

4.9.1 Inductance

Consider two current-carrying loops C1 and C2 creating two surfaces S1, S2.
The magnetic flux through S2 caused by I1 is given by

Φ12 =
ˆ

S2

B⃗1dS⃗2 (4.49)

We note that Φ12 is directly proportional to I1, so we can define inductance L to be

Definition 28 Mutual Inductance
Φ12 = L12 · I1 (4.50)

Units of Henry H = W b
A . W denotes Weber

Mutual inductance gives a sense of how coupled the two circuits are. If we make these fluxes
change over time a current would be induced in the 2nd current.

Looking at the flux through the first circuit Φ11 caused by itself we see that it is again
proportional to the current I1.
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We now define the self inductance as

Φ11 =
ˆ

S1

B⃗1 · dS⃗1 (4.51)

Definition 29 Self Inductance

Φ11 = L11 · I1 (4.52)

Where L11 is the self inductance of the current-carrying loop.

Looking at L12 and L11 we can note that L11 will always be larger than or equal to that
of L12 just because all of the flux lines will flow through the first loop but only a few will pass
through the second.

Note that inductance (both self and mutual) is given by

Lab = Φab

Ia
(4.53)

Subsection 4.10

Lecture 32: Magnetic Energy

Comment Recall: there is energy stored in a system of electric charges. Likewise, there is energy stored
in a system of magnetic fields.

Definition 30 Stored Magnetic Energy

Wm = 1
2

ˆ
R3

B⃗ · H⃗dv (4.54)

Note: this looks like Eq. 3.25
It follows 56 56according to the prof, idk the deriva-

tion
that the energy stored in an inductor is

Wm = 1
2LI2 (4.55)

This gives us another way to find inductance which can be more convenient in some
circumstances e.g. inductance per unit length of a coaxial cable

1. Assume current I

2. Find B⃗

3. Find Wm = 1
2
´

B⃗ · H⃗dv

4. L = 2Wm/I2

Subsection 4.11

Lecture 33: Electromagnetic Induction
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If we had a current in a circuit driven by an electric field, E⃗ would have to be pointing in the
same direction as J⃗ . As such, an electric field E⃗ must be non-conservative for it to drive a
current through a circuit, i.e.

¸
c

E⃗ ∗ d⃗l ̸= 0. Another way to think of this is that work must be
done i.e. energy must be provided for the current to flow; there is going to be some resistance
in the circuit.

Recall: any E⃗ made by a system of static charges is conservative. Therefore in order to
build a non-conservative E⃗ we need voltage sources e.g. chemical batteries, photovoltaic cells,
and induction.

4.11.1 Chemical Batteries
Consider a battery.

E⃗ = ⃗Econservative + ⃗Enon-conservative (4.56)

The non-conservative part due to chemical forces ⃗Fchem is sketched in purple. The electric
field of this would be pointing upwards.

Figure 27. It is easy to see why this is non-conservative; making a closed path through and outside the
battery (where there would be no chemical reactions causing a Fchem ) and taking the integral of the
field would definitely be nonzero

On the other hand, a conservative field is created by the electric field of the separated
charges.
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The nub side of a battery is
positive and the flat side is
negative

In the battery E⃗c will grow until it until it becomes equal and opposite to the non-
conservative field. Therefore at equilibrium the total field inside the battery is E⃗ = 0 and
the outside field is E⃗ = E⃗c.

Definition 31 Electromotive Force

Vemf ≡
˛

c

F⃗ · d⃗l

q
[ J

C
= W ] (4.57)

Think of it as a test charge along a path c. There will be a force done on the test charge,
which is given by the top half of the fraction. Then we normalize it with the q used in the
test.
Alternatively we may apply Lorentz’s law (Eq. 4.2) and arrive at the following:

Vemf =
˛

c

(µ⃗ × B⃗) · d⃗l −
ˆ

S

∂B

∂t
dS (4.58)
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Or we can just integrate over the non-conservative part only (c2 ) Since integrating over
the non-conservative part in the battery example above is the same as integrating over the
outside portion of the conservative path c1.

ˆ
c1+c2

E⃗ · d⃗l =
ˆ

c2

E⃗nc · d⃗l =
ˆ

c1

E⃗c · d⃗l (4.59)

Vemf =
˛

c

E⃗nc · d⃗l (4.60)

Which is just the voltage across the terminals! This is different than voltages, though;
voltages are for conservative fields and are what appears to be the voltage from the outside of
the battery; Vemf quantifies the strength of the non-conservative field inside the battery. The
distinction is made in order to understand non-conservative fields better.

4.11.2 Faraday’s Law

Definition 32 Faraday’s Law
˛

c

E⃗ · d⃗l︸ ︷︷ ︸
Vemf

= − d

dt

ˆ
S

B⃗ · dS⃗︸ ︷︷ ︸
magnetic flux thorugh S

(4.61)

Any time that there is a time-varying B⃗ field flowing through a surface, a Vemf is induced. Recall: time-varying E⃗ field
also induces current (Refer to
Maxwell’s equations)

So we can induce emf using a time-varying B⃗ or using motion

∇ × E⃗ = −∂B⃗

∂t
(4.62)
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Subsection 4.12

Lecture 33: Induction & Faraday’s Law Examples

Comment Examples from this lecture are not typeset in the interest of my own sanity.

• A induced Vemf may be represented in a circuit as a voltage source with V = Vemf .
The polarity of the circuit is given by the right hand rule Point thumb in direction of B

field. The voltage will oppose
the direction indicated by the
curl of the fingers, i.e. the
direction of the palm will be
the negative side of the volt-
age source and fingers the pos-
itive side.

• It’s also worthwhile noting that in these time-varying conditions it is now possible for
a wire to have a voltage; when we worked with statics it was assumed that no voltage
can develop over a good conductor.

• Faraday’s law also explains how inductors57 work. As inductors are basically just a loop 57 VL(t) = L · dIL
dt

of wire, putting a time-varying current through it produces a B⃗ . This B field produces
a flux Φm(t) which, since it is time varying, induces a Vemf = − d

dt Φm(t) − L

Subsection 4.13

Lecture 34: Transformers & Lenz’s Law

A transformer is a device that couples circuits through magnetic flux. This magnetic flux is
typically confined to a ‘magnetic circuit’ by means of a material with µ ≫ µo.

In order to solve transformer problems we must first find the magnetic flux that flows
through the circuit.

It is convenient to represent the magnetic circuit as a corresponding electric one.

• A coil is represented as a voltage source with V = NiIi(t)
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• A reluctance is represented by a resistance with Rc = lc

µc·S

• And flux is analogous to current.

Using this we can find Φm(t) at each coil using Faraday’s law. Note that since we have
Ni turns, the total flux is NiΦm(t) And it follows by Faraday’s law that

Vemf = − d

dt
N1Φm(t) (4.63)

From this we can build v(t) from Vemf , which is (note RHR). And then apply the same
thing to both sides of the transformer, after which this becomes just a circuit problem. A neat
result is that it turns out that v2(t)

v1(t) = N2
N1

⇒ v2(t) = N2
N1

v1(t); so this makes for a really easy
way to scale voltages up and down. Transformers are important because it is easier transmit
high power through large voltages than large currents 58. This explains why wall power is in 58 P = IV = I2R
AC; you can’t have transformers with DC current.

Representing this in terms of the other quantities, we may find that

v1(t) = N2
1

Rc

di1(t)
dt

+ N1N2

Rc

di2(t)
dt

(4.64)

And for the other side,

v2(t) = N2
2

Rc

di2(t)
dt

+ N1N2

Rc

di1(t)
dt

(4.65)

This is a complete relation between the currents and voltages in the transformer. This is
similar to how inductors work; in fact we can write it as

v1(t) = N2
1

Rc︸︷︷︸
L11

di1(t)
dt

+ N1N2

Rc︸ ︷︷ ︸
L12

di2(t)
dt

(4.66)

v2(t) = N1N2

Rc︸ ︷︷ ︸
L21

di1(t)
dt

+ N2
2

Rc︸︷︷︸
L22

di2(t)
dt

(4.67)

Which looks like a sort of two-dimensional inductor or some sort of evil inductor matrix
– which it is. We can think of it as two inductors each with their own self inductance L11, L22,
which is coupled by a mutual inductance M = L12 = L21

Definition 33 Lenz’s Law This won’t tell us anything
more than Faraday’s, but will
give us more insight about the
direction of Vemf Note that
the direction of the current is
dependent on whether the ex-
ternal B⃗(t) is increasing or de-
creasing

The direction of an electric current induced in a conductor will be such that
the magnetic field created by the induced current will oppose changes in the initial magnetic
field.

An example of where this can be useful is in the case of eddy currents. Suppose we have
a piece of conductive material with some external B⃗(t). If we were to apply Faraday’s law to
this material we note that a current will be induced in the material.
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This is the basis for induction cooktops (the induced eddy currents (think about the rings...)
produces heat in the material) and eddy-current breaking. This is why in actual transformers
the conductor is split up into thin laminated layers in order to improve their efficiency since
less energy will be wasted into heat.

Subsection 4.14

Lecture 35: Motional EMF

Comment Motional EMF was actually split between two lectures. I have grouped them under one
heading and will be omitting most examples.

Whereas transformer EMF depended on B⃗(t) being directly time-modulated, motional
EMF is the result of the area over which the closed loop encloses changing over time.

In this example we have a moving bar across two charged rails.
The area S(t) is therefore

S(t) = L(yo + µo · t) (4.68)

The is then

Φm(t) =
ˆ

S(T )
B⃗ · dS⃗ = BoS(t) = BoL(yo + µo · t) (4.69)

So Faraday’s law can be applied to find Vemf

Vemf=− d
dt Φm=−BoLµo

(4.70)

And solving the problem we insert a equivalent voltage source Vemf .

Vg = +Vemf = −BoLµo (4.71)
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And we find that this is linearly moving generator produces a Vg that is constant over
time.

Note that if we look at I by putting down a test resistance the current will be such that59 59 Recall: Lenz’s law
the induced magnetic field will produce a force60that opposes µ⃗. Therefore work must be done 60 Recall: Lorentz’s Law (Eq. 4.2
on the bar to produce a current – which is turned into heat in the resistor or routed to do useful
work.

Subsection 4.15

Lecture 36: Generalized Faraday’s Law

Consider a moving circuit in a time-varying B⃗ field. For example, if we had a charge q moving
through a time-varying B⃗ field,

• If observed by a stationary observer, F⃗ = qE⃗ + qu⃗ × B⃗

• If observed by an observer moving alongside the circuit, F⃗ = qE⃗′

– Where E⃗′ = E⃗ + µ⃗ × B⃗

If we have a moving circuit (i.e. think of a loop carrying current moving with velocity µ⃗
), the EMF induced is given by Only portions of the circuit c

that ‘cut’ the B⃗ lines because
of motion µ⃗ contribute to mo-
tional Vemf

˛
c

E⃗′ · d⃗l =
˛

c

(E⃗ + µ⃗ × B⃗) · d⃗l =
˛

c

E⃗ · d⃗l +
˛

c

(µ⃗ × B⃗) · d⃗l (4.72)

Which we can observe to be the sum of transformer and motional EMF.

Vemf =
˛

c

E⃗′d⃗l = −
ˆ

s

∂B

∂t
· ds⃗︸ ︷︷ ︸

transformer

+
˛

c

(µ⃗ × B⃗) · d⃗l︸ ︷︷ ︸
motional

(4.73)

Vemf is independent of frame of reference, but the transformer Vtr and motional Vm do
change (though their sum is constant).

We can show that the negative ratio of the charge of flux through the closed loop is inde-
pendent of the frame of reference

− d

dt

ˆ
s

B⃗ · ds⃗︸ ︷︷ ︸
Φ(t)

= −
ˆ

s

∂B⃗

∂t
· ds⃗ +

˛
c

(µ⃗ · B⃗) · d⃗l = −dΦ
dt

(4.74)

Which gives us Faraday’s law
˛

c

E⃗′ · d⃗l = − d

dt

ˆ
s

B⃗ · ds⃗ = −dΦ
dt

(4.75)
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Subsection 4.16

Lecture 37: Maxwell’s Equations

Comment We now have collected all of Maxwell’s Equations which describe all electromagnetic phe-
nomena; we have yet to find anything that contradicts them. It works across all scales and is
compatible with relativity. Quantum variants of the equations also exist to describe EM phe-
nomena with regards to quantum mechanics. These quantum variants look the exact same
as the classical Maxwell equations except E, H, D, B become operators instead of fields.
These would then be solved with the Schroedinger equation61 61I.e. at quantum scales we want to

know how to be dealing with an elec-
tron as a wave instead and how the cur-
rent or charge probability distributions
would look

.
Combining these equations, namely Faraday’s law and theAmpere-Maxwell equationwe get
a 2nd order differential equation with wave solutions – which describes EMwave behaviour.
I guess the point of this is to impress upon me the significance of these equations we learnt.

Theorem 17 Maxwell’s Equations Gauss’s Law: Recall: charge enclosed within
closed surface

∇ · D⃗ = ρ ⇔ ∇ · E⃗ = ρ

εo
⇔
ˆ

S

E⃗d · S = Q

εo
⇔
˚

V

∇ · E⃗dV = Q

εo
(4.76)

Gauss’s Law for Magnetism

∇ · B⃗ = 0 ⇔
‹

S

B⃗ · dS = 0 (4.77)

Faraday’s Law of induction:

Vemf = ∇ × E⃗ = −dB

dt
⇔
˛

c

E⃗ · d⃗l = − d

dt

ˆ
S

B⃗ · dS⃗ (4.78)

Ampere-Maxwell law:

∇ × H⃗ = J⃗ + dD⃗

dt
(4.79)

All of these can be combined with the following constitutive equations that account for
material behaviour

D⃗ = f(E⃗) (4.80)

B⃗ = g(H⃗) (4.81)

And charge conservation via the continuity equation

∇ · J + dρ

dt
= 0 (4.82)

4.16.1 Ampere-Maxwell Law

Definition 34 Ampere-Maxwell Law
We had previously seen generalized Ampere’s law for magnetostatics (Eq. 4.38, 4.39), ∇ ×
H⃗ = J⃗ . This works for statics and breaks for time-varying fields because it is violates charge
conservation. This can be observed by taking the divergence of both sides

∇ ·
(

∇ × H⃗
)

= ∇ ·
(

∇ × J⃗
)

(4.83)

The left side becomes 0 since the divergence of curl is zero. But then ∇ · J = 0 , which is
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impossible because of the continuity equation which states that ∇ · J⃗ + dp
dt = 0 (Eq. 3.53).

So this brings us to the final form of the Ampere-Maxwell law

∇ × H⃗ = J⃗ + dD⃗

dt
⇔
˛

c

H⃗ · d⃗l =
ˆ

S

J⃗ · dS⃗ +
ˆ

S

dD⃗

dt
· dS⃗ (4.84)

Which is experimentally verified and validated. Intuitively we may think of this as there
being two things that produce a magnetic field; a current and the time derivative of D⃗.

It is also useful to define a new term, ‘displacement current density’ to represent the time
derivative of D⃗

J⃗d = dD⃗

dt
= εo

dE⃗

dt
+ dP⃗

dt
(4.85)

Recall: D⃗ = εoE⃗ + P⃗ (Eq. 3.2).
For most materials the rela-
tionship between D⃗ and E⃗ is
linear i.e. D⃗ = εE⃗

So we write

J⃗d = dD⃗

dt
= ε

dE⃗

dt
(4.86)
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Section 5

Probability Distributions

Subsection 5.1

Lecture 14: Functions of random variables

In the discrete case, given X with PMF f(x), we can define an invertible function Y where
Y = u(X), therefore can write X = u−1(Y ) . If g(y) is the distribution of Y

g(y) = P (Y = y)
= P (u−1(Y ) = u−1(y))
= f(u−1(y))

(5.1)

In the continuous case we may arrive at

g(y) = f(u−1(y))|du−1(y)
dy

| This result is derived through
the Leibniz integral rule,
g(y) = d

dy

´ u−1(y)
−∞ f(t)dt

(5.2)

Definition 35 The rth moment about the origin of the random variable X is

µ′
r = E[Xr] =

{∑
x xrf(x) Xdiscrete´∞

−∞ xrf(x)dx Xcontinuous
(5.3)

• The mean is the first moment

• For variance, σ2 = E[X2] − µ2 → σ2 = µ′
2 − µ2

Definition 36 The moment-generating function of X is defined as

µ′
r = E[XtX ] =

{∑
x etxf(x) Xdiscrete´∞

−∞ etxf(x)dx Xcontinuous
(5.4)

In general

µ′
r = drMX(t)

dtr

∣∣∣∣
t=0

(5.5)

Subsection 5.2

Lecture 15: More on moment generating functions

By definition and completing the square,

84
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MX(T ) =
ˆ ∞

−∞
etx 1

√
t2πσe− (x−µ)2

2σ2 dx

=
ˆ ∞

−∞

1
√

t2πσe− x2−2(x−µ)2+µ2
2σ2 dx

= e
2µt+t2σ2

2

ˆ ∞

−∞

1√
2πσ

exp
{

− (x − (µ + tσ2))2

2σ2

}
dx

= e
µt+t2σ2

2 The integrand is just a normal
PDF and thus integrates to one

(5.6)

5.2.1 Linear combinations of random variables

Given random variable X with distribution f(x) . What is the distribution, h(y), of Y = aX?

Definition 37 Probability distribution of linear combination of random variables
Discrete:

P (X = x) = f(x) → h(y) = P (Y = y)
= P (aX = y)

= f(y

a
)

(5.7)

Continuous:

F (y) = P (Y ≤ y)

= P (X ≤ y

a
)

=
ˆ y

a

−∞
f(t)dt

ˆ y
a

−∞
f(t)dt =

ˆ y

−∞

1
a

f( s

a
)ds

⇒ h(y) = 1
|a|

f(y

a
)

u-sub; let s = at(5.8)

Extending from this, let’s assume that X has the MGF 62 62Moment Generating FunctionMX(t). Then,

MY (t) =
ˆ ∞

−∞
etyh()

= 1
|a|

ˆ ∞

−∞
etyf(y

a
)dy u-sub z = y

a

= 1
|a|

ˆ ∞

−∞
etazf(z)adz

=
ˆ ∞

−∞
etazf(z)dz

= MX(at)

(5.9)

More generally,

MaX(t) = MX(at) (5.10)
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When working with more than one random variables, i.e. independent RV X, Y with
distributions f(x), g(y), the distribution of Z = X + Y, h(z) is given by

P (Z = z) = P (X + Y = z) =
∑

w

P (X = w)(Y = z − w) ⇒ h(z) =
∞∑

w=−∞
f(w)g(z − w)

(5.11)
And for the continuous case we arrive at the convolution integral,

h(z) =
ˆ ∞

−∞
f(w)g(z − w)dw (5.12)

Section 6

Sampling

Subsection 6.1

Lecture 16: Sampling

Given sample data x1, . . . , xn, each xi is the realization of an RV 63. , Xi, i = 1, . . . , n 63 Say each Xi is a Bernoulli
random variable

Definition 38 Given the mean,

x = 1
n

n∑
i=1

xi (6.1)

the sample mean of a random variable X is defined as

X = 1
n

n∑
i=1

Xi (6.2)

Definition 39 The sample median is

xm =


x n

2
+ x n

2 +1

2 if n even
xn+1

2 if n is odd
(6.3)

And mode is familiar as the most frequently occurring value

mean

mode
median

Figure 28. Median, mode, mean labelled on a skew distribution
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Definition 40 Sample variance

s2 = 1
n − 1

n∑
i=1

(xi − x)2 (6.4)

And the corresponding standard deviation 64 64Is this correct??

s =
√

s2 (6.5)

Lemma 2 Consider

E[X] = E[ 1
n

n∑
i=1

Xi] = 1
n

n∑
i=1

E[Xi] (6.6)

Assuming that Xi have the same distribution, f(xi) , and mean µ,

= 1
n

n∑
i=1

µ

= 1
n

nµ

= µ

(6.7)

• the Xi are identically distributed

• X is an unbiased estimator of µ

We then have

S2 = 1
n − 1

n∑
i=1

X2
i + X

2 − 2XiX

= 1
n − 1(nX

2 − 2nX
2 +

n∑
i=1

X2
i )

= 1
n − 1(−nX

2 +
n∑

i=1
X2

i ) (6.8)

Recall: if Y has mean,
variance µ, σ2, then
σ2 = E[Y 2] − µ2

We are now ready to take the expectation of S2 , which is

E[S2] = 1
n − 1(−nE[X2] +

n∑
i=1

E[X2
i ])

= 1
n − 1(−n(E[X2] + var[X]) +

n∑
i=1

σ2 + µ2)

= 1
n − 1(−n(µ2 + var[ 1

n

n∑
i=1

Xi]) + n(σ2 + µ2))

...

= n − 1
n − 1σ2 = σ2 (6.9)



Sampling Lecture 17: Random Sampling 88

So we have an unbiased esti-
mator of variance

So we get

S2 =
n∑

i=1
(Xi − Xi)2 (6.10)

We divide by n − 1 because
there is a "hidden" uncertainty
in XSubsection 6.2

Lecture 17: Random Sampling

Comment The following from Lecture 17 - Lecture 25 will be very minimal since I am cramming for
an exam

• Observation is a realization of an RV

• A sample is a subset of a population

• The normal distribution of a sample is the same as that of the RV

• A statistic is a function of a sample, e.g. mean/median/mode. A sample is considered
biased if it consistently over/under estimates the statistic

• Probability distribution of a statistic: sampling distribution

Some special properties of a normal distribution: Does not hold for other distri-
butions

• if X1, X2 are normal with means µ1, µ2 then the distribution of X1 +X2 is normal with
mean µ1 + µ2 and variance σ2

1 + σ2
2

• If X is normal with µ, σ2 , then X
n has µ

n , σ2

n2

• If X1, . . . Xn are normal all with µ, σ2 then X has µ, σ2

n

Definition 41 Central Limit Theorem If X is the mean of a random sample of size n taken from a pop-
ulation with mean µ and finite variance σ2 , then the limiting form of the distribution of

Z = X − µ

σ/
√

n
(6.11)

As n → ∞ , is the standard normal distribution n(z; 0, 1).

Subsection 6.3

Lecture 18: More on sampling

More notes on CLT

• Standard deviation of X ≈ σ/
√

n, so it shrinks at rate
√

n. This makes sense since we
can expect a bigger sample size to enable better estimates.

• CLT lets us estimate how good that estimate is and draw a confidence interval

Whereas the CLT was derived from the sampling distribution of X , inspection of the
sampling distribution of S2 yields the χ2 distribution
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Definition 42 If S2 is the variance of a random variable of size n taken from a normal popluation having
the variance σ2, then the statistic

χ2 = (n − 1)S2

σ2 =
n∑

i=1
= (Xi − X)2

σ2 (6.12)

is distributed as a chi-squared distribution with v = n − 1 degrees of freedom.
Recall: µ is the mean of the
entire sample space, X is the
mean of the sample

There is one more degree of freedom if we use µ instead

χ2 = (n − 1)S2

σ2 =
n∑

i=1
= (Xi − µ)2

σ2 (6.13)

There are also a few other distributions to consider

Definition 43 t-distribution

h(t) = Γ[(v + 1)/2]
Γ[v/2]

√
vπ

(
1 + t2

v

)−(v+1)/2

(6.14)

Where v, t ∈ R
Consider the statistic

T = X − µ

σ/
√

n
(6.15)

Where65 65This also requires that the
X1, X2, . . . Xn are normal

S =

√√√√ 1
n − 1

n∑
i=1

(Xi − X)2 (6.16)

• If the sample is large66 66≥ 30, S is close to σ and T follows normal

• If sample is smaller then the t-distribution is much more accurate

• If we knew σ exactly then we’d have a normal distribution; instead we estimate S2

• Often used in problems that deal with inference about the population mean or involving
comparative samples

• The use of the t distribution and sample size do not relate to the CLT

Definition 44 F -distribution
Whereas the t distribution is useful for comparisons between samplemeans, the F distribu-
tion is useful for comparisons between sample variances.
F is defined as the ratio of two independent chi-squared RV, each divided by its number of
degrees of freedom

F = U/v1

V/v2
= S2

1/σ2
1

S2
2/σ2

2
(6.17)

And the F distribution is given by

h(f) =
{

Γ[(v2+v2)/2](v1/v2)v1/2

Γ[v1/2]Γ[v2/2] if f > 0
0 if f ≤ 0

(6.18)
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Section 7

Midterm 2

Subsection 7.1

Lecture 19 - 25: Midterm 2 Cheat-sheet

The following cheat-sheet was
created in lieu of about two
weeks of lecture. I may type-
set the more important ex-
cerpts from it. It largely
covers confidence, prediction,
and tolerance intervals for dif-
ferent scenarios as well as
maximum likelihood estima-
tors. As an aside 50% of this
midterm was on the Poisson
distribution which had practi-
cally no relevance to this part
of the course . . . but what’s
done is done :’)
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Section 8

Hypothesis Testing

Comment This class from Lecture 25 → the end covers hypothesis testing through chapters 10.1 →
10.14 of the textbook[1] and some simple linear regression models for chapters 11.1 → 11.2

Subsection 8.1

General concepts

We may often want to test things e.g. figuring out based on sample data whether if coffee
drinking would increase the risk of cancer. These conjectures can be put into the form of a
statistical hypothesis for which we may test.

Definition 45 A statistical hypothesis is an conjecture concerning one or more populations

A few notes about the relationship of probability with hypothesis testing

• We may never know if a statistical hypothesis is absolutely true or false – but we can
take a random sample from the population of interest to examine if it supports/does not
support the hypothesis.

• Whereas accepting a hypothesis does not rule out other probabilities, refuting one tends
to all but ‘rule’ out the hypothesis; that firm conclusion is established when a hypothesis
is rejected.

– The formal statement of the hypothesis is important

Definition 46 Null hypothesis H0: any hypothesis we wish to test.
Alternative hypothesis H1: the hypothesis that is accepted on rejection of the null hy-
pothesis.
Usually H1 is the question to be answered or theory to be tested. Therefore H0 is usually
the logical complement of H1.

This leads to two conclusions this test can make:

1. reject H0 in favour of H1 because of sufficient evidence in data

2. fail to reject H0 in favour of H1 because of insufficient evidence in data

There are a few more terms to introduce

Definition 47 • Test statistic X : the statistic on which we base the decision on

• Critical Region : All possible values of X for which the decision criteria is satisfied67 67Doesn’t this look like a confidence in-
terval?

• Critical Value: the value of X in the critical region which is closest to not satisfying
the decision criteria

• Type 1 error: Rejection of the null hypothesis when it is true.

• Type 2 error: Non-rejection of the null hypothesis when it is false

• Level of Significance: the probability, α, of a Type 1 error
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• The probability of committing a type 2 error (β ) is impossible to compute if we don’t
have a specific alternative hypothesis. 68 68Note that this number can appear to

be large if we don’t restrict the number
of alternative hypothesises.

Generally we want to minimize α, β in tests.
There are a few important properties to a hypothesis test

1. Type 1 and Type 2 errors are related. Generally decreasing one increases the other.

• For example β can be reduced by increasing the size of the critical region – which
would have the effect of increasing α.

2. The size of the critical region69 69And the probability of committing a
type 1 error

can always be reduced by adjusting the critical values

3. Increasing the sample size will decrease the probability of committing both type 1 and
type 2 error.

• For large enough n we may use the normal or T distributions and use a Z test to
determine α, β.

4. If the null hypothesis is false, β is the maximum when the true value of a parameter
approaches the hypothesized value. The greater the distance between the true and hy-
pothesized value the smaller β will be

Definition 48 The power of a test is the probability of rejecting H0 given that a specific alternative is true.
This is also given by

power = 1 − β (8.1)

Where β is the probability of type 2 error for the specific alternative

Subsection 8.2

One- and Two-Tailed Tests

Figure 29. No, not these tailed beasts

Comment
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A one-tailed test could be used
to test if a vaccine is effective
for at least 2 years. A two-
tailed test can be used to test
if a product weight is within a
given error.

A one-tailed test is one where the critical region lies entirely in the left or right side.
Likewise, a two-tailed test is one where the critical region is split in two parts.

Remark H0 is often stated using the equality sign =. This implies that the alternative ‘does not reject
H0’ can take on multiple values. So whether or not if a one-tailed or two-tailed test is used
will depend on the picked alternative.

Subsection 8.3

P-Value

It is customary to pick α = 0.05 or 0.01 and then select the critical region accordingly. For
example, if we are using a two-tailed test with α = 0.05 and the test involves the standard
normal distribution, the critical region would be given by −1.96 < z < 1.96, where 1.96 =
z0.025. The result of the test can then indicate if the value of the test statistic is significant
or not. However just pre-selecting α does not account for test statistics that are ‘close’ to the
critical region. If to extend on the prior example, if a value zi = 1.87 is observed, the value
is not significant, however, the risk of committing a type 1 error70 is roughly P = 2P (Z > 70 Rejection of H0 when it is true
1.87) = 0.0614 which can be very useful to know. The P value is designed to give the user an
alternative to just a reject/do not reject conclusion; it gives the user information about when
the z-value falls within the ordinary critical region.

Definition 49 The P -value is the lowest level of significance at which the observed value of the test statis-
tic is significant.

Subsection 8.4

Usage steps

Approach to fixed α testing:

1. State the null and alternative hypotheses

2. Choose a fixed significance level α

3. Choose an appropriate test statistic and establish the critical region based on α

4. Reject H0 if the computed test statistic is in the critical region. Otherwise do not reject.

5. Draw conclusions

Approach to P -value testing:

1. State the null and alternative hypotheses

2. Choose an appropriate test statistic

3. Compute P -value based on computed value of test statistic

4. Use judgement based on P and knowledge of the system

Subsection 8.5

Goodness of Fit

Given

• Discrete RV with i = 1, . . . , k outcomes

• n trials
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• ei = nP (i) expected frequency of outcome i

• oi observed frequency of outcome i, Oi is the RV

We may define a statistic for the goodness of fit:

χ̃2 =
k∑

i=1

(Oi − ei)2

ei
(8.2)

A small χ̃2 is a good fit.χ̃2 follows an approximately chi-squared distribution with v = k − 1 degrees of freedom.
Now, applying a hypothesis/confidence interval test,
Let H0 be that the distribution is P (i), i = 1, . . . , k with frequencies ei, . . . , ek .
Let

α =
ˆ ∞

χ2
α

f(y; v)dy =⇒ α = 1 − F (χ2
α) (8.3)

F is the CDF of the chi-
squared distribution.This then implies that

χ2
α = F −1(1 − α) (8.4)

The table in the textbook gives
the area to the right of α, so
when using the table we can
directly take χ2

α = F −1(α)

So given the observed values

χ2 =
k∑

i=1

(oi − ei)2

ei
(8.5)

The critical region for rejecting H0 is given by χ2 > χ2
α

Section 9

Statistical Modelling

Comment In the most basic case statistical modelling can be thought of finding a function y = f(x)
such that it best models a sample set of data points (xi, yi). Thought there are various
ways of doing this (numerical, graphical, analytical, etc.), they generally follow the form of
defining an error function

E = J(y, f(x)) (9.1)

With which the best model may be quantified, then minimizing it to arrive at the best model

Subsection 9.1

Simple Linear Regression

Idea: choose a linear function y = ax + b. If we let the proposed model to be h(x), then the
error ei would be given by ei = yi − h(xi)). We can either use that error directly or note that
we would want to penalize larger ei-s more than smaller ones, the intuition for which being
that a best fit would not necessarily exactly hug the data points71 but would rather capture the 71 overfitting
trends. Therefore we propose

E =
n∑

i=1

e2
i

=

n∑
i=1

(yi − h(x))2 =
n∑

i=1
(yi − axi − b)2 (9.2)

We may then find dE
da , dE

db and set to zero in order to find a, b that minimizes b Linear regression with least
squares has an easy analytical
solution; more complex mod-
elling with more dimensional-
ity would be solved numeri-
cally
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dE
da

=
n∑

i=1

d

da
(yi − axi − b)2 =

n∑
i=1

−2xi(yi − axi − b) = 0 (9.3)

Rearranging, we find the ‘normal equations’

nb + a

n∑
i=1

xi =
n∑

i=1
yi

b

n∑
i=1

xi + a

n∑
i=1

x2
i =

n∑
i=1

xiyi

(9.4)

And if we take the mean xi, yi to be x, y respectively, we may solve to find that

a =
∑n

i=1(xi − x)(yi − y)∑n
i=1(xi − x)2 =

∑n
i=1(xi − x)yi∑n
i=1(xi − x)2

b =
∑n

i=1 yi − a
∑n

i=1 yi

n
= y − ax

(9.5)

Note that this is a simple con-
vex quadratic (can just plot it),
so finding an inflection point
would just give the minimum
error

9.1.1 Using Maximum Likelihood

Recall maximum likelihood estimators

• sample x1, . . . , xn

• Joint pdf with parameter θ ; f(x1, . . . , xn; θ)

• Likelihood function L(x1, . . . , xn; θ) = f(x1; θ)f(x2; θ) . . . f(xn; θ)

• Maximum likelihood estimator: θ̂ = max L(x1, . . . , xn; θ)

So, noting that for the linear regression case errors ei is a realization of a random variable
Ei with µ = 0, σ2. This implies each yi has µ = axi − b, σ2

So, we may write72 72 Since in this case the parameter θ is
(a, b)

L(e1, . . . , en; a, b) =
n∏

i=1

1√
2πσ

e
−

e2
i

2σ2
i = 1√

2πσ

n∏
i=1

e
−

(yi − axi − b)2

2σ2
i (9.6)

And maximizing the likelihood L over a, b would give the least squares solution

9.1.2 Variance Analysis & True Regression Line

If we take a step back we may realize that each xi, yi are actually realizations of a random
variable Xi, Yi

73. This means that the a, b are realizations of A, B, which are in turn estimators 73 with the same mean/variance
of α, β, the ‘true regression coefficients’.
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Wewould like to know the expectation and variance of A, B to find out if it is an unbiased
estimator.

E[Yi] = αx + β =⇒ µA = E[A]

= E

[ ∑n
i=1(xi − x)Yi∑n
i=1(xi − x)2

]

=
∑n

i=1(xi − x)E[Yi]∑n
i=1(xi − x)2

=
∑n

i=1(xi − x)(αxi + β)∑n
i=1(xi − x)2

= α

(9.7)

And a similar analysis can be carried out to find the following:

σB = β (9.8)

σA = σ2∑n
i=1(xi − x)2 (9.9)

σA =
σ2∑n

i=1 x2
i

n
∑n

i=1(xi − x)2 (9.10)

And therefore we may conclude that A, B are unbiased estimators of α, β.

9.1.3 Error Estimation

Comment Given yi = axi + b + ei, where ei is a realization of a random variable Ei with σ2, then
sigma2 is the error Note: Total squared error is∑n

i=1 e2
i

Define the statistic74 74 This is an unbiased estima-
tor of σ2

S2 =
∑n

i=1 E2
i

n − 2 (9.11)

Demoting the regression estimate to be ŷ such that ei = yi − ŷ, the realization of the S2

would be

s2 =
∑n

i=1(yi − ŷi)2

n − 2

s2 =
∑n

i=1(yi − yi)2 − α
∑n

i=1(xi − x)(yi − y)
n − 2

(9.12)

Subsection 9.2

Support Vector Machines

The key ingredient in a SVM is the hyperplane, which is completely denoted by the normal
vector w⃗, where w ∈ R4 denotes the orientation of the hyperplane.

We may also write any hyperplane in the following format:

wT x − b = 0 (9.13)

Classification:
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Given paired training data, we want to find a hyperplane (or hyperplanes) such that we
can divide the data into classes.

Here there are only two
classes for the sake of this
derivation, but realistically
there would be more than just
2 classes.

(Xi, Yi) i = 1, . . . n, Xi ∈ Rn, Yi ∈ {−1, 1} (9.14)

Graphically, we may plot the training data onto a plane and attempt to draw a hyperplane
wT x − b = 0 such that we divide the classes.

Figure 30. https://medium.com/@dr.sunhongyu/machine-learning-c-svm-support-vector-machine-
simple-example-deff5d55d43e

From which we arrive at three cases

1. wT x − b = 0 on HP

2. wT x − b > 0 for Yi = 1

3. wT x − b < 0 for Yi = −1

Therefore wemay optimizew, b over the training data in order to create a predictor which,
when given a new Xi, we may evaluate it for wT x − b to predict if Yi is −1 or +1

Our optimization heuristic is to pick a hyperplane w such that it maximizes the distance
between the hyperplane and the data. We may now draw three parallel equidistant hyper-
planes with equations

1. wT x − b = 1

2. wT x − b = 0

3. wT x − b = −1
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Wemay now define a quantity b, for which we aim to maximize through the manipulation
of quantities w, b.

To compute the distance b between the hyperplanes wT x − b = 1 xT x − b = −1 we
note that if we translate it to the origin, i.e. wT x = 0 wT x∗ = 1, b is just the magnitude
of x∗

As for non-linear tasks there
are a bajillion approaches, one
that Josh Taylor suggested
that is popular and simple is
to use kernel methods, just
use a neural network, or even
transform the data into a space
where it is linear and use lin-
ear methods.

b = |x∗| = 1
|w|

(9.15)

And therefore maximizing b means minimizing |w|. We are also not interested in a trivial
solution e.g. w = 0, so we restrict it with

Yi(wT xi − b) >= 0 i = 1, . . . , m (9.16)

And the nice thing is we can square this to arrive at a convex quadratic program, which
is really easy to solve for huge numbers of parameters.

Subsection 9.3

Markov Chains

Recall: LTI systems.

• state xk

• Transition matrix A

• E.g. for dynamics xk+1 = Axk

Markov chains take that to the next level In the past we’ve worked with
statics. Markov chains are
the easiest way for us to put
dynamics and probability to-
gether

Given:

• n states

• pi(k) probability of being in state i at time k

n∑
i=1

pi(k) = 1 ∀k (9.17)

Let Pij be the probability of going to state j from state i. Then, as we have
n∑

j=1
Pij = 1 (9.18)

We may find that

Pi(k + 1) =
n∑

j=1
pj(k)Pji ∀i = 1, . . . , n (9.19)

Markov chains also have a really nice graphical interpretation as sort of a FSM with prob-
abilities of moving from one state to the next.

As it turns out a lot of these Markov chains can be represented as matrices.
The vector form of the probability mass function is

p(k) =

p1(k)
...

pn(k)

 (9.20)
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Set This is for a linear time-
invariant Markov chain

M =

p11 . . . p1n

...
. . .

...
pn1 . . . pnn

 ∈ Rn×n (9.21)

And we know that Mij = Pji, so we have p(k + 1) = Mp(k)
So we have now represented the Markov chain graph as a matrix.
Consider

pi(k + 1) = Mip(k) ith row of M

= [P1i, P2i, . . . , Pni]

pn(k)
...

pn(k)


=

n∑
j=1

pj(k)Pji

=⇒ p(k + s) = Msp(k)

(9.22)

Example Suppose we have a thermostat. A useful way to model the heating system is as a Markov
chain with two states; on (1) and off (0). Giving it some numbers, if it is on, then it will have
a p11 = 0.8 probability of staying on and p10 = 0.2 probability of turning off. If it is off, it
has a p00 = 0.3 probability of staying off and p01 = 0.7 of turning off.
So,

M =
[
0.3 0.2
0.7 0.8

]
(9.23)

So given this transition matrix we can move along forwards in time by taking the exponent.
Recall: Eigenvectors
Definition of eigenvector:
Suppose q ∈ Rn such that

q = Mq (9.24)

Then q is an eigenvector of M

Given q is an eigenvector of eigenvalue 1 and

q = lim
k→∞

Mkq (9.25)

So q describes the steady state behavior of the system.
Another cool thing that we can do is with MT

Recall:
∑n

j=1 Pij = 1 .
We know that identity I = MT I
So I is an eigenvector of MT

Define:

• IrreducibleMarkov chain: can always go from one state to the other

• Reducible Markov chain: there are steady state states that the system can get stuck
in

This was something applied in Google’s page rank algorithm. They assumed that each web-
site was a state, and that each outgoing/incoming link had equal probability. The problem
was that they had some websites without outgoing links. This made the network reducible,
which isn’t great. So they added a small probability to allow for any page to go to any other
page, which made it irreducible. These steady state probabilities were then calculated and
then their initial page ranks were derived.
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Subsection 9.4

Lecture 36: Review

9.4.1 Bayes Rule

Example Test for disease: want to find P (D|P ) where

• D is probability of having disease

• P is probability of a positive test

• D is probability of not having the disease

P (D|T ) = P (P |D)P (D)
P (P )

= P (P |D)P (D)
P (P ∩ D) + P (P ∩ D)

= P (P |D)P (D)
P (P |D)P (D) + P (P |D)P (D)

(9.26)

The denominator can be interpreted as the sum of probability of a false positive and proba-
bility of a true positive.

9.4.2 Sampling

• Assume that we have a really big population of size N which is too big for us to measure
everyone in it

• Assume that the population has a distribution f(x)

• A sample of size n is taken, where n ≪ N

• Can think of the sample as a set of random variables X1, X2, . . . , Xn, each of which has
the distribution75 f(x) 75 Assume that they are inde-

pendently and identically dis-
tributed; IID• The realized values of the random variables are x1, x2, . . . , xn

We would now want to glean some insights into the sample.
Sample mean:

x = 1
n

n∑
i=1

xi (9.27)

Sample variance:

σ2 = 1
n − 1

n∑
i=1

(x − x)2 (9.28)

From the sample mean we may arrive at the Central Limit Theorem which states that for
the following statistic Z ,

Z = X − µ

σ/
√

n
(9.29)

Which states that as n → ∞ , the PDF of Z approaches a normal distribution n(z; 0, 1)
Confidence intervals are given by
P (−zα/2 ≤ Z ≤ zα/2) = 1 − alpha
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100(1−α)% gives the confidence percentage. The values for zα/2 can be found in a table.
Rearranging to get it in terms of the sample we find that

P (X − zα/2
σ√
n

≤ µ ≤ X + zα/2
σ√
n

) = 1 − α (9.30)

The nice thing about CLT is
that it works for any distribu-
tion f(x), as long as we know
the variance σ2 , or if n ≥ 30
so that use the sample vari-
ance

For cases where we don’t know σ2, we can use the T distribution. This, however, requires
that f(x) must be normal. We don’t have a great distribution for cases where we don’t know
σ2, n is small, and f is non-normal

• Prediction intervals: building a confidence interval for our next observation.

• Tolerance limit: build x = ks, finding k such that the tolerance limit, e.g. 95%, of the
population will fall within this range.

Subsection 9.5

Misc

A few lectures were given on topics not covered in the textbook. Aside from Monte-Carlo
integration, a lecture was given on optimization via statistical modelling of supply/demand
for energy systems which is kind of a rehash of the news-vendor problem: https://en.
wikipedia.org/wiki/Newsvendor_model

9.5.1 Monte-Carlo Integration

Comment Handwritten notes were taken. For more, see https://en.wikipedia.org/
wiki/Monte_Carlo_integration

https://en.wikipedia.org/wiki/Newsvendor_model
https://en.wikipedia.org/wiki/Newsvendor_model
https://en.wikipedia.org/wiki/Monte_Carlo_integration
https://en.wikipedia.org/wiki/Monte_Carlo_integration
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IVTEP327
Engineering and Law
Torts can be identified by

• Elements of negligence can be identified

• There exists a duty of care

• Was the standard of duty of care breached?

• Did that breach of standard cause damage to the plaintiff?

Comment Must be careful about the standard of care met or not met. For example in the in-class bike
example one could argue that in designing the gear the engineer should expect that the gear
could be commercialized and mass-produced later on for mass-market. On the other hand
it is reasonable to argue that having to design the gear to be used by unskilled 16-year-olds
is an unreasonable and outside the standard of care.

Trespass is strict liability. Ignorance of the law is no excuse.

Section 10

Property

• There are a number of types of property, i.e. intellectual property, personal (usually
regarding money), etc

• Real property

– Usu. owned by default by government (derived from old english law)
– Gov. transferrs property rights to private owners; sell, lease, etc (fee simple)
– Gov. retains a few rights on real property, usu. oil and mineral rights

• Joint ownership: death of one partner causes other to own 100%. Tenancy in com-
mon/joint tenancy: death of a partner does not cahnge ownership; usu. determined
by wills

• Land interest is divisible; different people can own rights to different things on a piece of
land. Or many people can own right to lease a property but not necessairly ownernship
of the land

• Rights associated with real property:

– Mortgage: property as security for a debt
– License: Contractual right to use property in some way
– Restricitive convenant: conditions of use for that property
– Easement: right to use property in some way
– Lien: right to register debt against land (must pay off people you owe with money

from selling property before taking it for yourself)

102



Property Intellectual Property 103

– Lease: right to occupy the property
– Profit à prendre; right to extract value from property

Mineral, oil, gas rights:

– Mineral rights are crown or "freehold"
– Crown rights can be provincial or federal and can grant license to third party to

extract resources
– Rights to resources generally excluded from fee simple property rights
– Freehold mineral rights were granted with early land grants
– Resource rights usu. include a right to access to the land in order to extract re-

sources

• Land is registered via the registry system/land title system. Registry system is old and
only about 10% of land is in it, is complicated, and led to a lot of squatters. Land title
system (ontario) is easy to use.

• chattels are tangible personal property called ‘goods’. No registry for ownership but is
registration of security interests (which demonstrates rights based on order of registra-
tion).

Subsection 10.1

Intellectual Property

• A bundle of right that protect expression of ideas, inventions, symbols, and more

• Governed by federal legislation and international treaties

• Has a few different types.

• Copyright

– Must be an original product of skill, permanent, and published
– Ephemeral works e.g. live works have no copyright
– Most things are copyrightable.
– Copyright protection is valid for about 50 years after death, soon to be 70.
– Protection is not dependent on registration, but copyrights can be registered
– Copyright can be assigned by contract, but moral rights cannot be [although they

can be waived]

• Trade secrets

– What todo if you invent something?
– Keep your mouth shut
– Not everything is patentable and not all things are patentable
– Trade secret is information that is kept secret with an industrial or commercial

application
– Once the secret is out it’s not possible to make it a secret again
– Reverse engineering is a totally valid way to discover a trade secret

• Patent

– A right granted by the crown to a monopoly
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– Term of patent in Canada is 20 years, non-renewable
– A balance between the interests of the inventor and that of society
– A few things that cannot be patented; scientific principles, abstract theorems,

higher life forms (animals). This is the case in Canada but
not really in other places.– A patent must be new, useful, and non-obvious

– Must pass the obviousness test: 1) Identify a PSITA (Personal skilled in the art)
2) Identify inventive concept 3) Find difference between prior art and inventive
concept 4) Ask: Would PSITA find this obvious? This also implies a patent can

only have a single inventive
concept

– A patent will have a specification: a description of the procedure/invention, how
to reproduce it, etc.

– ... and claims
– Patents are filedwith the Canadian Intellectual Property office and the federal court

always has jurisdiction
∗ Clear and explicit definition of the subject matter
∗ Will inform the scope of the rights granted

– Infringement is "Use by someone other than the patent holder which inteferes in
whole or in part with the patent holder’s monopoly" (Monsanto Canada Inc. v.
Schmeiser, 2004 SCC 34)

– Usu. more to do with the right to monopoly than the IP itself.
– Some exceptions: use of the invention for development and submission of informa-

tion required by law, fair dealing (experimentation without eye to profit or fraud-
ulent purpose), dedication (patent owner can ignore monopoly), exhaustion (once
patent is sold, patent holder may no longer control use)

• Trademark

– A sign or combination of signs that is used by a person for sake of distinguishing
or so as to distinguish their goods and services from those of others

– A certification mark
– trade name: means the name under which any business is carried on, whether or

not if it is a corporation, partnership, or individual
– 15 years of protection, is renewable
– Certain marks are prohibited from being a trademark; royal coat of arms, Canadian

flag, etc.

• Industrial Designs and Integrated Circuit Topographies: 10 years and protects the design,
look, and configuration of ICs, industrial design. REgistrar of topographies designed by
minster from people in the department of industry

Summary

• Copyright: inherent, no registry. Need to provide proof.

• Trademark: registry

• Patent: registry

• Topography & industrial design: registry. Unknown how strong the protection is so far.

In all cases there is no protection for the idea; the invention or creation itself is protected.
Let’s say that you want to patent your invention.
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• Serach registered patents for prior act. This is a difficult process, usu. patent agents will
do this

• EPO (European) is usually a good place to start because their website doesn’t suck.
Canada/US have one but it isn’t great to work with.

For trademark, search registry to make sure that there is no prior registry. Note that
one can’t trademark a name, but it can be trademarked for an item if it can be proved to be
distinctive; Dyson vacuums, Apple computers, etc.

Trade secret: no protection if competitor reverse-engineers it. As trade secrets are not
public, it is not prior art and a competitor could reverse engineer it (which is totally valid).

Know-how: personal to you or corporation; i.e. a plumber’s experience, or a boat-builder’s
special way of bending ribs. Secret, substantial, identified, and valuable; non-patented practical
information which has an economic value not publicly accessible. This is different from a trade
secret because just telling someone the know-howwon’t give them the competitive advantage.

Section 11

Contracts

• Sets out rights, responsibilities, and liabilities of parties

• Allocates risks between parties

• Enforceable

• Do not have be written

• Can have express/implied terms

• Only parties privy to contract can enforce terms

For there to be a contract, there must be:

• Offer and acceptance

• Capacity to contract (People are in the right state to enter a contract)

• Consideration

• Intention to create legal obligations

• Lawful purpose

The offer and acceptance process can be messy

• Invitations to treat/offer to treat are calls for offers (e.g. ads); they are not offers unto
themselves

• A counter offer is a rejection of an offer

Capacity to contract

• A person under law: partnerships may contract, sole proprietorships contract in the
name of their sole proprietor

• Must have capacity

– Age of majority
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– Incapacitated due to alcohol/drugs
– Mentally unfit

• Ostensible authority: where one partner contracts, other is implicitly involved as well
even if they are not involved.

Consideration

• The contract must exchange something of value (the "consideration")

• Consideration is essential for there to be a contract

• No consideration = no contract; instead it will be a gift or merely an unenforceable
promise

• Considerations do not have to be of equal value

• Services and forbearance are valid consideration

Intention to create a contract

• Must intent to create a contract

• An agreement to agree is not a contract

• Letters of intent or memorandums of understanding (MOU) are not contracts; they are
intentions to form a contract later on

• MOUs can become contracts under the right circumstances

Professional service agreements

• Define the scope of work really well

• Define anticipated result/outcome as well as cost/value

• Should contain limitation of liability

• May contain alternative remedies

Terminating contracts

• Voiding: making them as if the contract never existed.

– Misrepresentation
∗ Doesn’t need to be fundamental; something being done in order to induce a
party into a contract. Can have many levels e.g. negligent, innocent, fraud.
Each level has its own level of consequences. Damages usually available for
non-innocent misrepresentation

– Distress
– Unconscionable; somebody being taken advantage of. A contract so unfair, oppres-

sive, and one-sided that the court finds it repugnant to enforce it. E.g. an extorted
pre-nup, coercion to sign a contract, etc. Pressure must be extreme as to essentially
remove the free-will of the person to contract.

– Frustration; terms not anticipated and cannot be fulfilled. I.e contract for steel and
then the factory blows up before it can be fulfilled.

∗ Usually something that’s like an act-of-god; natural disasters, etc.
∗ In Engineering contracts we often incorporate “Force majeure clauses" which
spell out the consequences of unlikely events
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∗ Must be careful about what is covered and not by force majeure
– Mistake: both parties must be mistaken and the mistake must be ‘mate-

rial’/fundamental – and must be made at the time of the contract being signed.
Mistake is an ‘equitable’ doctrine. 76 For example if the seller tries to sell a prop- 76 This is a historical artefact of when

there were legal courts (which empha-
sized application of law) and equitable
courts where judgement was made as
per fairness. Mistakes are an equitable
doctrine made out of ‘natural law’

erty and turns out they didn’t actually own it.
∗ A mistake as to the identity of the other contract
∗ A mistake as to the subject of the other contract
∗ A mistake to the existence of the subject matter of the contract
∗ A mistake to the legal character of the transaction involved, making the con-
tract not valid

• Breaking: ending the contract but acting as if the contract did exist prior.

• Waiver: when one party relieves the other contracting party from performing all or part
of the contract

• Estoppel: ‘to be stopped’; can prevent a party from bringing forwards a claim

• Changes to contracts: must be agreed upon by all parties77. If original contract sets out 77 keep it in writing...no sticky notes
how it can be changed, changes must be done in line with that procedure.

• Breach & remedy

– Contract breached when one party does not perform their end
– If parties cannot negotiate a settlement (usually described in contract), courts can

be involved
– Monetary damages are usually the most common remedy
– Contracts can be breached in a few ways. Inability to perform the contract does

not justify a breach. Inadvertence, i.e. lack of intention to break the contract does
not act as a defense of contract breach.

– Anticipatory breach; one contracting party informs the other does not intend to
perform all or part of its contractual obligations. Upon receipt of such notice the
injured party can accept that the contract has already been breached and sue for
damages at at ti. Can be defended through litigation, remoteness, causation; i.e.
innocent party should take all reasonable steps to minimize loss, damages are fore-
seeable when contract was formed, and only , or they can wait until the actual
breach. When should one accept breach? Pick whichever one works best i.e. min-
imizes costs.

• Remedies: typically monetary compensation ordered by court for the at fault party to
pay. Usually damages are sought

• Damages: usually calculated as the compensation required to place the non-breaching
party in the position they would’ve been but for the breach of contract. Can be defended
through litigation, remoteness, causation; i.e. innocent party should take all reasonable
steps to minimize loss (litigation), damages are foreseeable when contract was formed
(remoteness), and only losses as a result of the breach of contract (nothing speculative)
(causation).

– Consequential (Compensatory): reimpurse innocent party for any indirect dam-
ages outside of those specifically mentioned in the contract. For example loss of
business due to failure to provide.

– Expectation (Compensatory): provide the innocent party the amounts they ex-
pected to obtain from the contract, done based upon contractual terms or market
value
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– Liquidated: Generally spelt out in contract. Must be a genuine pre-estimate of
incurred damages. Must be reasonable. I.e. 10k/month if this project is not done.

– Specific performance

• Performance under protest: what if disagreement over terms of contract? Performing a
contract under protest and reserve the right to claim later.

• Exclusion: excludes certain damages or remedies available to innocent party to the con-
tract. Often found in insurance.

• Liability: limits liability but does not entirely excludes it

• Consequential damages clause: often in commercial clauses; restricts ability to claim
for lost profits or other damages indirectly related to claim being made; usually used in
construction to make the damages more reasonable

• Contract termination: can be ended by complete performance, frustration, mutual agree-
ment, or breach. A party may intentionally breach a contract.

• Termination clauses: specifies acts that justify termination of the contract

• No contract but performed work – ‘Quantum Work’: the amount it is worth. Awarded
for work already done but there may not be contract. This is at the mercy of the court.
Often this is found in elder care. Shouldn’t be something found in engineering.

Subsection 11.1

Drafting and Interpretation of Contracts

Comment Professional service agreements

• Define the scope of work really well

• Define anticipated result/outcome

• Set value: fixed price, cost plus, or a percentage of actual costs

• Limitation of liability clause

Be really careful about standard form contracts!!! Address the following issues in detail

• Liability

• Site inspections and observations

• Termination

• Any IP issues

Use standard form contracts as a guideline for what you may have missed but don’t forget
that there’s no standard project/contract! It’s ultimately your contract so look-at-it-carefully!
Do not implicitly trust standard form contracts

Generally speaking make sure that these clauses are there and that they are OK.

• Scope of work

• Contract time

• Contract price
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• How Changes to work/design/time to be done

• Damages in event of breach

• Bonuses for completion better then anticipated

• Warranties

• Termination

• Indemnification (protection from liability)

• Exclusions

• Limitations

• Dispute Resolution mechanisms

Contracts are about assuming risk in order to get a benefit, and that you want to limit the
risks that one takes.

Subsection 11.2

Force Majeure

• Something unexpected that can be anticipated, i.e. earthquakes in an earthquake rich
region

• Relying on forcemajeure requires that the event to be entirely out of each party’s control.

– Courts will determine if 1) if the change was great enough to strike at the root
of the contract and 2) that was it really out of control and if the party would be
reasonable able to make up for it.

• Evolves to describe the anticipated risks at the time of the contract

• In the past most contracts in the west did not address pandemics – but now they do (after
COVID)

• If it were foreseeable at the time of event (courts will look into knowledge at the time
to determine) then it must be negotiated. Contracts are living things – must look into
things as we go along and then change them as we go along.

• Example of a force majeure case: Falk enterprises Ltd. V. McLaine 1994: defendant com-
pany rented a tent and it got destroyed by rain. And then there was excessive rain which
destroyed the tent. Courts ruled that excess rain in Halifax was foreseeable at the time
of contract, therefore force majeure is not a valid defense.

• Party seeking to rely on force majeure must make reasonable attempts to mitigate dam-
ages caused by force majeure. Courts look to standard of commercially reasonable.

Subsection 11.3

Typical contract terms

• Scope: Be really specific about this! Especially for us engineers since only we can really
understand this.

• Contract time

• Contract price
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• How changes to work/design/time to be done

• Damages in event of breach

• Bonuses for completion better than anticipated

• Warranties

• Termination

• Indemnification (protection from liability)

• Exclusions

• Limitations

• Dispute Resolution mechanisms

Remember: contracts can be ended by complete performance, frustration, mutual agree-
ment, or breach. A party may intentionally breach a contract, which can be cheaper.

Subsection 11.4

Drafting a contract

Principles of interpretation

• Contract is understood as a whole. Will look at extrinsic evidence if the contract is not
sufficient.

• Courts will interpret contracts objectively. Will read it according to plain and ordinary
meaning (golden rule). Special meaning of words will be used only if the context requires
it.

• A part of the contract must be read in a way that makes another irrelevant. So there can
be readings that don’t make a lot of sense but are still valid because the court will read
it in such a way in order to make both of them relevant.

• Contract is the primary evidence. If the contract is complete then extrinsic evidence will
not be considered.

Subsection 11.5

Other

Agency

• A representation by an agent to a third party cannot create any type of agency

• Agency can be limited in scope

• Agents are not personally liable for the obligations they commit on behalf of their prin-
cipals. However if they go outside of their scope then they can be held liable.

Indemnity

• Insurance policies are at their heart contracts of indemnity

• Many indemnity clauses simply reflect the common law that each party is responsible
for the harm it causes but are added to agreements to help avoid litigation and to provide
contractual remedies
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• Professional engineers have to carry general liability for their practice. (E&O covereage,
Errors and Omissions)

Indemnity:

• Occurrence: Covered for life, during the time it is covered. For example insurance against
flood damage between 1999-2010; can claim it in 2020 as well.

• Errors and omissions: Covered only during time it is covered (depends on claims made).
Often have to carry errors and omissions after retirement because people can still sue
you for errors you have made prior.

Bids are always final (unless common law of mistake apples ). Courts are usually reluctant
to withdraw bids.

Subsection 11.6

Agency and Authority

Engineers usually work as an agent for someone else; a client. Agency relationships can have
either actual or apparent authority. The person we talk to on behalf to the client does not know
the degree of agency we have; if we bind the client to something without the authority to do
so it incurs misrepresentation.

Subsection 11.7

Concurrent liability

Duties in tort and contract can co-exist. This doesn’t mean that they can sue for 2x the value,
but rather they come after you with ‘double the heads’. However if the contract defines the na-
ture and scope of the duty of care, it governs the relationship (Central Trust v Rafuse [1986]).
It is also good to put in limitation periods, which are useful if you want to not get sued af-
ter you retire. These limitation periods are usually about 2 years after the date of discovery
(commencement of running as per when they could have reasonably found out)

There can be a few methods of resolving a dispute; negotiation, mediation, arbitration,
and court.

Negotiations may be privileged (any communications between parties and lawyers can
be kept private) Mediation: a third party mediation facilitates resolution. Usually privileged
if no settlement is reached. Arbitration private trial where parties set the rules. May be less
expensive than litigation, but is not always the case. Can be binding/non-binding, depending.
Arbitrators must be paid. Can take a long time because parties must agree on arbitration and
the rules of procedure. Litigation: use of the court system to resolve disputes. May be time-
consuming and expensive; really expensive; must fly people over, hotels, etc etc.

Only one that is not priviliged is litigation court. Recall: usually civil trials (balance of
probabilities)

Procedure:

• Pleadings

• Mandatory mediation (usually try to end it here)

• Disclosure of documents

• Discovery

• Pre-trial conference (judge meets with parties, gives memo with positions, etc)

• Trial

• Appeal (maybe)
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Usually losing party pays the winner’s costs, costs ordered payable are usually not all of
it (usually about 2/3 of the actual amount)

Situations where engineers would get involved with: labour law (unions and stuff) and
employment law (individual employees). Employment law would probably be the only one
that would directly involve us78 78But we should be respectful of unions

as well!
Employment is generally governed by contract law, although

some legislation may apply e.g. minimum wage, benefits, etc. Implied terms can exist, e.g.
duty of loyalty/competence, employer’s duty to give adequate notice, employee’s obligation to
mitigate after a breach has occurred. Common terms for restrictive covenants include limit-
ing what one can do after the contract is terminated, i.e. working for competitors, soliciting
customers, etc. Courts are usually really narrow in their scope of authority for restrictive
covenants; favour the employee.

Independent contractors don’t have benefits and other things, or duty of confidence or
loyalty etc. So if you show a independent contractor e.g. a plumber a trade secret, it is gone.
Telling an independent contractor from an employee: apply a test: usually on the control the
employer has on the worker; i.e. whether the worker provides his own equipment, risk taken
by worker, etc

Vicarious liability: makes an employer liable for the work done by the employee, provided
that it is being done in the course and scope of the employment.

Subsection 11.8

Employer’s responsibilities

• Employer standards and labour act

• Must protect against expected threats (unexpected OK, but subject to redefinition)

• Human rights; prevents discrimiation, harassment, etc

Subsection 11.9

Enviromental law

• Mix of common and statutory law

• Audits may be required

• Must assist if there is an investigation

• EPA offences are akin to strict liability with only defence being showing that one was
duly diligent

• Adjacent properties may be involved in ESA (Enviromental site assessment) due to pol-
lution migration

Subsection 11.10

Aboriginal law

• Must understand treaty rights

• As occupiers they are treated as nations with the crown and formed agreements with
nations

• Can contract with them; they are an entity

• There exists a duty to consult

Although doctors and lawyers
are more visible, engineers ul-
timately make the decisions,
though it is a little hidden.
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